
Advanced Analysis

Min Yan
Department of Mathematics

Hong Kong University of Science and Technology

December 19, 2018



2



Contents

1 Limit of Sequence 7
1.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.2 Property of Limit . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3 Infinity and Infinitesimal . . . . . . . . . . . . . . . . . . . . . . 17
1.4 Supremum and Infimum . . . . . . . . . . . . . . . . . . . . . . 19
1.5 Convergent Subsequence . . . . . . . . . . . . . . . . . . . . . . 24
1.6 Additional Exercise . . . . . . . . . . . . . . . . . . . . . . . . . 33

2 Limit of Function 37
2.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
2.2 Basic Limit . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
2.3 Continuity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
2.4 Compactness Property . . . . . . . . . . . . . . . . . . . . . . . 58
2.5 Connectedness Property . . . . . . . . . . . . . . . . . . . . . . 62
2.6 Additional Exercise . . . . . . . . . . . . . . . . . . . . . . . . . 70

3 Differentiation 77
3.1 Linear Approximation . . . . . . . . . . . . . . . . . . . . . . . . 78
3.2 Computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.3 Mean Value Theorem . . . . . . . . . . . . . . . . . . . . . . . . 94
3.4 High Order Approximation . . . . . . . . . . . . . . . . . . . . . 105
3.5 Application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
3.6 Additional Exercise . . . . . . . . . . . . . . . . . . . . . . . . . 119

4 Integration 125
4.1 Riemann Integration . . . . . . . . . . . . . . . . . . . . . . . . 126
4.2 Darboux Integration . . . . . . . . . . . . . . . . . . . . . . . . 135
4.3 Property of Riemann Integration . . . . . . . . . . . . . . . . . 142
4.4 Fundamental Theorem of Calculus . . . . . . . . . . . . . . . . . 149
4.5 Riemann-Stieltjes Integration . . . . . . . . . . . . . . . . . . . 155
4.6 Bounded Variation Function . . . . . . . . . . . . . . . . . . . . 163
4.7 Additional Exercise . . . . . . . . . . . . . . . . . . . . . . . . . 172

5 Topics in Analysis 179

3



4 Contents

5.1 Improper Integration . . . . . . . . . . . . . . . . . . . . . . . . 180
5.2 Series of Numbers . . . . . . . . . . . . . . . . . . . . . . . . . . 184
5.3 Uniform Convergence . . . . . . . . . . . . . . . . . . . . . . . . 196
5.4 Exchange of Limits . . . . . . . . . . . . . . . . . . . . . . . . . 207
5.5 Additional Exercise . . . . . . . . . . . . . . . . . . . . . . . . . 217

6 Multivariable Function 225
6.1 Limit in Euclidean Space . . . . . . . . . . . . . . . . . . . . . . 226
6.2 Multivariable Map . . . . . . . . . . . . . . . . . . . . . . . . . . 233
6.3 Compact Subset . . . . . . . . . . . . . . . . . . . . . . . . . . . 242
6.4 Open Subset . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 248
6.5 Additional Exercise . . . . . . . . . . . . . . . . . . . . . . . . . 254

7 Multivariable Algebra 257
7.1 Linear Transform . . . . . . . . . . . . . . . . . . . . . . . . . . 258
7.2 Bilinear Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264
7.3 Multilinear Map . . . . . . . . . . . . . . . . . . . . . . . . . . . 274
7.4 Orientation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 284
7.5 Additional Exercises . . . . . . . . . . . . . . . . . . . . . . . . . 291

8 Multivariable Differentiation 293
8.1 Linear Approximation . . . . . . . . . . . . . . . . . . . . . . . . 294
8.2 Property of Linear Approximation . . . . . . . . . . . . . . . . . 303
8.3 Inverse and Implicit Differentiations . . . . . . . . . . . . . . . . 309
8.4 Submanifold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317
8.5 High Order Approximation . . . . . . . . . . . . . . . . . . . . . 325
8.6 Maximum and Minimum . . . . . . . . . . . . . . . . . . . . . . 334
8.7 Additional Exercise . . . . . . . . . . . . . . . . . . . . . . . . . 346

9 Measure 351
9.1 Length in R . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 352
9.2 Lebesgue Measure in R . . . . . . . . . . . . . . . . . . . . . . . 358
9.3 Outer Measure . . . . . . . . . . . . . . . . . . . . . . . . . . . . 362
9.4 Measure Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . 368
9.5 Additional Exercise . . . . . . . . . . . . . . . . . . . . . . . . . 376

10 Lebesgue Integration 379
10.1 Integration in Bounded Case . . . . . . . . . . . . . . . . . . . . 380
10.2 Measurable Function . . . . . . . . . . . . . . . . . . . . . . . . 385
10.3 Integration in Unbounded Case . . . . . . . . . . . . . . . . . . 392
10.4 Convergence Theorem . . . . . . . . . . . . . . . . . . . . . . . . 404
10.5 Convergence and Approximation . . . . . . . . . . . . . . . . . . 411
10.6 Additional Exercise . . . . . . . . . . . . . . . . . . . . . . . . . 416

11 Product Measure 419
11.1 Extension Theorem . . . . . . . . . . . . . . . . . . . . . . . . . 420



Contents 5

11.2 Lebesgue-Stieltjes Measure . . . . . . . . . . . . . . . . . . . . . 427
11.3 Product Measure . . . . . . . . . . . . . . . . . . . . . . . . . . 433
11.4 Lebesgue Measure on Rn . . . . . . . . . . . . . . . . . . . . . . 440
11.5 Riemann Integration on Rn . . . . . . . . . . . . . . . . . . . . . 451
11.6 Additional Exercise . . . . . . . . . . . . . . . . . . . . . . . . . 462

12 Differentiation of Measure 465
12.1 Radon-Nikodym Theorem . . . . . . . . . . . . . . . . . . . . . 466
12.2 Lebesgue Differentiation Theorem . . . . . . . . . . . . . . . . . 476
12.3 Differentiation on R: Fundamental Theorem . . . . . . . . . . . 481
12.4 Differentiation on Rn: Change of Variable . . . . . . . . . . . . 491
12.5 Additional Exercise . . . . . . . . . . . . . . . . . . . . . . . . . 499

13 Multivariable Integration 501
13.1 Curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 502
13.2 Surface . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 512
13.3 Submanifold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 524
13.4 Green’s Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . 530
13.5 Stokes’ Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . 541
13.6 Gauss’ Theorem . . . . . . . . . . . . . . . . . . . . . . . . . . . 548
13.7 Additional Exercise . . . . . . . . . . . . . . . . . . . . . . . . . 553

14 Manifold 555
14.1 Manifold . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 556
14.2 Topology of Manifold . . . . . . . . . . . . . . . . . . . . . . . . 564
14.3 Tangent and Cotangent . . . . . . . . . . . . . . . . . . . . . . . 571
14.4 Differentiable Map . . . . . . . . . . . . . . . . . . . . . . . . . . 580
14.5 Orientation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 588

15 Field on Manifold 597
15.1 Tangent Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . 598
15.2 Differential Form . . . . . . . . . . . . . . . . . . . . . . . . . . 602
15.3 Lie Derivative . . . . . . . . . . . . . . . . . . . . . . . . . . . . 609
15.4 Integration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 615
15.5 Homotopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 624
15.6 deRham Cohomology . . . . . . . . . . . . . . . . . . . . . . . . 632
15.7 Singular Homology . . . . . . . . . . . . . . . . . . . . . . . . . 632
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1.1 Definition
A sequence is an infinite list

x1, x2, x3, . . . , xn, xn+1, . . . .

We also denote the sequence by {xn} or simply xn. The subscript n is the index
and does not have to start from 1. For example,

x5, x6, x7, . . . , xn, xn+1, . . . ,

is also a sequence, with the index starting from 5.
In this chapter, the terms xn of a sequence are assumed to be real numbers

and can be plotted on the real number line.

Definition 1.1.1. A sequence xn of real numbers has limit l (or converges to l), and
denoted limn→∞ xn = l, if for any ε > 0, there is N , such that

n > N =⇒ |xn − l| < ε. (1.1.1)

A sequence is convergent if it has a (finite) limit. Otherwise, the sequence is diver-
gent.

x

ε ε

l

x1 x2 x5 x3 x4xN+1

xN+2xN+3

xN+4

Figure 1.1.1. For any ε, there is N .

Since the limit is about the long term behavior of a sequence getting closer
and closer to a target, only small ε and big N need to be considered in establishing
a limit. For example, the limit of a sequence is not changed if the first one hundred
terms are replaced by other arbitrary numbers. See Exercise 1.6. Exercise 1.8
contains more examples.

Attention needs to be paid to the logical relation between ε and N . The
smallness ε for |xn − l| is arbitrarily given, while the size N for n is to be found
after ε is given. Thus the choice of N usually depends on ε.

In the following examples, we establish the most important basic limits. For
any given ε, the analysis leading to the suitable choice of N will be given. It is left
to the reader to write down the rigorous formal argument.

Example 1.1.1. We have

lim
n→∞

1

np
= 0 for p > 0. (1.1.2)
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1 2 3 4 5 N
n

x

ε

ε
l

Figure 1.1.2. Plotting of a convergent sequence.

Another way of expressing the same limit is

lim
n→∞

np = 0 for p < 0.

To establish the limit (1.1.2), we note that the inequality

∣∣∣∣ 1

np
− 0

∣∣∣∣ =

∣∣∣∣ 1

np

∣∣∣∣ < ε is the

same as
1

n
< ε

1
p , or n > ε

− 1
p . Therefore choosing N = ε

− 1
p should make the implication

(1.1.1) hold.

Example 1.1.2. We have

lim
n→∞

n
√
n = 1. (1.1.3)

Let xn = n
√
n− 1. Then xn > 0 and

n = (1 + xn)n = 1 + nxn +
n(n− 1)

2
x2
n + · · · > n(n− 1)

2
x2
n.

This implies x2
n <

2

n− 1
. In order to get | n

√
n − 1| = xn < ε, it is sufficient to have

2

n− 1
< ε2, which is the same as N >

2

ε2
+ 1. Therefore we may choose N =

2

ε2
+ 1.

Example 1.1.3. We have

lim
n→∞

an = 0 for |a| < 1. (1.1.4)

Another way of expressing the same limit is

lim
n→∞

1

an
= 0 for |a| > 1.

Let
1

|a| = 1 + b. Then b > 0 and

1

|an| = (1 + b)n = 1 + nb+
n(n− 1)

2
b2 + · · · > nb.
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This implies |an| < 1

nb
. In order to get |an| < ε, it is sufficient to have

1

nb
< ε. This

suggests us to choose N =
1

bε
.

More generally, the limit (1.1.4) may be extended to

lim
n→∞

npan = 0 for |a| < 1 and any p. (1.1.5)

Fix a natural number P > p+ 1. For n > 2P , we have

1

|an| = 1 + nb+
n(n− 1)

2
b2 + · · ·+ n(n− 1) · · · (n− P + 1)

P !
bP + · · ·

>
n(n− 1) · · · (n− P + 1)

P !
bP >

(n
2

)P
P !

bP .

This implies

|npan| < nP |an|
n

<
2PP !

bP
1

n
,

and suggests us to choose N = max

{
2P,

2PP !

2bP ε

}
.

Example 1.1.4. For any a, we have

lim
n→∞

an

n!
= 0. (1.1.6)

Fix a natural number P > |a|. For n > P , we have∣∣∣∣ann!

∣∣∣∣ =
|a|P

P !

|a|
P + 1

|a|
P + 2

· · · |a|
n− 1

|a|
n
≤ |a|

P

P !

|a|
n
.

In order to get

∣∣∣∣ann!

∣∣∣∣ < ε, we only need to make sure
|a|P

P !

|a|
n
< ε. This leads to the choice

N = max

{
P,
|a|P+1

P !ε

}
.

Any logical argument needs to start from some known facts. Example 1.1.1
assumes the knowledge of the exponential ab for any positive real number a and
any real number b. Example 1.1.3 makes use of binomial expansion, which is the
knowledge about the addition and multiplication of real numbers. Moreover, all the
arguments involve the knowledge about the comparison of real numbers.

The knowledge about real numbers is the logical foundation of mathematical
analysis. In this course, all the proofs are logically derived from the properties about
the arithmetic operations +,−,×,÷ and the order <, which should satisfy many
usual properties such as the following (the whole list has more than 20 properties).

• Commutativity: a+ b = b+ a, ab = ba.

• Distributivity: a(b+ c) = ab+ ac.

• Unit: There is a special number 1 such that 1a = a.
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• Exclusivity: One and only one from a < b, a = b, b < a can be true.

• Transitivity: a < b and b < c =⇒ a < c.

• (+, <) compatibility: a < b =⇒ a+ c < b+ c.

• (×, <) compatibility: a < b, 0 < c =⇒ ac < bc.

Because of these properties, the real numbers form an ordered field.
In fact, the rational numbers also have the arithmetic operations and the order

relation, such that these usual properties are also satisfied. Therefore the rational
numbers also form an ordered field. The key distinction between the real and the
rational numbers is the existence of limit. The issue will be discussed in Section 1.4.
Due to this extra property, the real numbers form a complete ordered field, while
the rational numbers form an incomplete ordered field.

A consequence of the existence of the limit is the existence of the exponential
operation ab for real numbers a > 0 and b. In contrast, within the rational numbers,
there is no exponential operation, because ab may be irrational for rational a and b.
The exponential of real numbers has many usual properties such as the following.

• Zero: a0 = 1.

• Unit: a1 = a, 1a = 1.

• Addition: ab+c = abac.

• Multiplication: abc = (ab)c, (ab)c = acbc.

• Order: a > b, c > 0 =⇒ ac > bc; and a > 1, b > c =⇒ ab > ac.

The exponential operation and the related properties are not assumptions added to
the real numbers. They can be derived from the existing arithmetic operations and
order relation.

In summary, this course assumes all the knowledge about the arithmetic oper-
ations, the exponential operation, and the order relation of real numbers. Starting
from Definitions 1.4.1 and 1.4.2 in Section 1.4, we will further assume the existence
of limit.

Exercise 1.1. Show that the sequence

1.4, 1.41, 1.414, 1.4142, 1.41421, 1.414213, 1.4142135, 1.41421356, . . .

of more and more refined decimal approximations of
√

2 converges to
√

2. More generally,
a positive real number a > 0 has the decimal expansion

a = X.Z1Z2 · · ·ZnZn+1 · · · ,

where X is a non-negative integer, and Zn is a single digit integer from {0, 1, 2, . . . , 9}.
Prove that the sequence

X.Z1, X.Z1Z2, X.Z1Z2Z3, X.Z1Z2Z3Z4, . . .

of more and more refined decimal approximations converges to a.
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Exercise 1.2. Suppose xn ≤ l ≤ yn and limn→∞(xn − yn) = 0. Prove that limn→∞ xn =
limn→∞ yn = l.

Exercise 1.3. Suppose |xn − l| ≤ yn and limn→∞ yn = 0. Prove that limn→∞ xn = l.

Exercise 1.4. Suppose limn→∞ xn = l. Prove that limn→∞ |xn| = |l|. Is the converse true?

Exercise 1.5. Suppose limn→∞ xn = l. Prove that limn→∞ xn+3 = l. Is the converse true?

Exercise 1.6. Prove that the limit is not changed if finitely many terms are modified. In
other words, if there is N , such that xn = yn for n > N , then limn→∞ xn = l if and only
if limn→∞ yn = l.

Exercise 1.7. Prove the uniqueness of the limit. In other words, if limn→∞ xn = l and
limn→∞ xn = l′, then l = l′.

Exercise 1.8. Prove the following are equivalent to the definition of limn→∞ xn = l.

1. For any c > ε > 0, where c is some fixed number, there is N , such that |xn − l| < ε
for all n > N .

2. For any ε > 0, there is a natural number N , such that |xn − l| < ε for all n > N .

3. For any ε > 0, there is N , such that |xn − l| ≤ ε for all n > N .

4. For any ε > 0, there is N , such that |xn − l| < ε for all n ≥ N .

5. For any ε > 0, there is N , such that |xn − l| ≤ 2ε for all n > N .

Exercise 1.9. Which are equivalent to the definition of limn→∞ xn = l?

1. For ε = 0.001, we have N = 1000, such that |xn − l| < ε for all n > N .

2. For any 0.001 ≥ ε > 0, there is N , such that |xn − l| < ε for all n > N .

3. For any ε > 0.001, there is N , such that |xn − l| < ε for all n ≥ N .

4. For any ε > 0, there is a natural number N , such that |xn − l| ≤ ε for all n ≥ N .

5. For any ε > 0, there is N , such that |xn − l| < 2ε2 for all n > N .

6. For any ε > 0, there is N , such that |xn − l| < 2ε2 + 1 for all n > N .

7. For any ε > 0, we have N = 1000, such that |xn − l| < ε for all n > N .

8. For any ε > 0, there are infinitely many n, such that |xn − l| < ε.

9. For infinitely many ε > 0, there is N , such that |xn − l| < ε for all n > N .

10. For any ε > 0, there is N , such that l − 2ε < xn < l + ε for all n > N .

11. For any natural number K, there is N , such that |xn − l| <
1

K
for all n > N .

Exercise 1.10. Write down the complete sets of axioms for the following algebraic struc-
tures.

1. Abelian group: A set with addition and subtraction.

2. Field: A set with four arithmetic operations.

3. Ordered field: A set with arithmetic operations and order relation.
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1.2 Property of Limit

Boundedness

A sequence is bounded if |xn| ≤ B for some constant B and all n. This is equivalent
to B1 ≤ xn ≤ B2 for some constants B1, B2 and all n. The constants B, B1, B2

are respectively called a bound, a lower bound and an upper bound.

Proposition 1.2.1. Convergent sequences are bounded.

Proof. Suppose xn converges to l. For ε = 1 > 0, there is N , such that

n > N =⇒ |xn − l| < 1 ⇐⇒ l − 1 < xn < l + 1.

Moreover, by taking a bigger natural number if necessary, we may further assume
N is a natural number. Then xN+1, xN+2, . . . , have upper bound l + 1 and lower
bound l − 1, and the whole sequence has upper bound max{x1, x2, . . . , xN , l + 1}
and lower bound min{x1, x2, . . . , xN , l − 1}.

Example 1.2.1. The sequences n,
√
n, 2n, (−3)

√
n, (1 + (−1)n)n are not bounded and are

therefore divergent.

Exercise 1.11. Prove that if |xn| < B for n > N , then the whole sequence xn is bounded.
This implies that the boundedness is not changed by modifying finitely many terms.

Exercise 1.12. Prove that the addition, subtraction and multiplication of bounded se-
quences are bounded. What about the division and exponential operations? What can
you say about the order relation and the boundedness?

Exercise 1.13. Suppose limn→∞ xn = 0 and yn is bounded. Prove that limn→∞ xnyn = 0.

Subsequence

A subsequence of a sequence xn is obtained by selecting some terms. The indices
of the selected terms can be arranged as a strictly increasing sequence n1 < n2 <
· · · < nk < · · · , and the subsequence can be denoted as xnk . The following are two
examples of subsequences

x3k : x3, x6, x9, x12, x15, x18, . . . ,

x2k : x2, x4, x8, x16, x32, x64, . . . .

Note that if xn starts from n = 1, then nk ≥ k. Therefore by reindexing the terms
if necessary, we may always assume nk ≥ k in subsequent proofs.

Proposition 1.2.2. Suppose a sequence converges to l. Then all its subsequences
converge to l.
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Proof. Suppose xn converges to l. For any ε > 0, there is N , such that n > N
implies |xn − l| < ε. Then

k > N =⇒ nk ≥ k > N =⇒ |xnk − l| < ε.

Example 1.2.2. The sequence (−1)n has subsequences (−1)2k = 1 and (−1)2k+1 = −1.
Since the two subsequences have different limits, the original sequence diverges. This also
gives a counterexample to the converse of Proposition 1.2.1. The right converse of the
proposition is given by Theorem 1.5.1.

Exercise 1.14. Explain why the sequences diverge.

1. 3
√
−n.

2.
(−1)n2n+ 1

n+ 2
.

3.
(−1)n2n(n+ 1)

(
√
n+ 2)3

.

4.
√
n
(√

n+ (−1)n −
√
n− (−1)n

)
.

5.
n sin

nπ

3

n cos
nπ

2
+ 2

.

6. x2n =
1

n
, x2n+1 = n

√
n.

7. x2n = 1, x2n+1 =
√
n.

8. n
√

2n + 3(−1)nn.

Exercise 1.15. Prove that limn→∞ xn = l if and only if limk→∞ x2k = limk→∞ x2k+1 = l.

Exercise 1.16. Suppose xn is the union of two subsequences xmk and xnk . Prove that
limn→∞ xn = l if and only if limk→∞ xmk = limk→∞ xnk = l. This extends Exercise 1.15.
In general, if a sequence xn is the union of finitely many subsequences xni,k , i = 1, . . . , p,
k = 1, 2, . . . , then limn→∞ xn = l if and only if limk→∞ xni,k = l for all i.

Arithmetic Property

Proposition 1.2.3. Suppose limn→∞ xn = l and limn→∞ yn = k. Then

lim
n→∞

(xn + yn) = l + k, lim
n→∞

xnyn = lk, lim
n→∞

xn
yn

=
l

k
,

where yn 6= 0 and k 6= 0 are assumed in the third equality.

Proof. For any ε > 0, there are N1 and N2, such that

n > N1 =⇒ |xn − l| <
ε

2
,

n > N2 =⇒ |yn − k| <
ε

2
.

Then for n > max{N1, N2}, we have

|(xn + yn)− (l + k)| ≤ |xn − l|+ |yn − k| <
ε

2
+
ε

2
= ε.

This completes the proof of limn→∞(xn + yn) = l + k.
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By Proposition 1.2.1, we have |yn| < B for a fixed number B and all n. For
any ε > 0, there are N1 and N2, such that

n > N1 =⇒ |xn − l| <
ε

2B
,

n > N2 =⇒ |yn − k| <
ε

2|l|
.

Then for n > max{N1, N2}, we have

|xnyn − lk| = |(xnyn − lyn) + (lyn − lk)|

≤ |xn − l||yn|+ |l||yn − k| <
ε

2B
B + |l| ε

2|l|
= ε.

This completes the proof of limn→∞ xnyn = lk.

Assume yn 6= 0 and k 6= 0. We will prove limn→∞
1

yn
=

1

k
. Then by the

product property of the limit, this implies

lim
n→∞

xn
yn

= lim
n→∞

xn lim
n→∞

1

yn
= l

1

k
=
l

k
.

For any ε > 0, we have ε′ = min

{
ε|k|2

2
,
|k|
2

}
> 0. Then there is N , such that

n > N =⇒ |yn − k| < ε′

⇐⇒ |yn − k| <
ε|k|2

2
, |yn − k| <

|k|
2

=⇒ |yn − k| <
ε|k|2

2
, |yn| >

|k|
2

=⇒
∣∣∣∣ 1

yn
− 1

k

∣∣∣∣ =
|yn − k|
|ynk|

<

ε|k|2

2
|k|
2
|k|

= ε.

This completes the proof of limn→∞
1

yn
=

1

k
.

Exercise 1.17. Here is another way of proving the limit of quotient.

1. Prove that |y − 1| < ε <
1

2
implies

∣∣∣∣1y − 1

∣∣∣∣ < 2ε.

2. Prove that lim yn = 1 implies lim
1

yn
= 1.

3. Use the the second part and the limit of multiplication to prove the limit of quotient.

Exercise 1.18. Suppose limn→∞ xn = l and limn→∞ yn = k. Prove that

lim
n→∞

max{xn, yn} = max{l, k}, lim
n→∞

min{xn, yn} = min{l, k}.

You may use the formula max{x, y} =
1

2
(x+y+ |x−y|) and the similar one for min{x, y}.
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Exercise 1.19. What is wrong with the following application of Propositions 1.2.2 and 1.2.3:
The sequence xn = (−1)n satisfies xn+1 = −xn. Therefore

lim
n→∞

xn = lim
n→∞

xn+1 = − lim
n→∞

xn,

and we get limn→∞ xn = 0.

Order Property

Proposition 1.2.4. Suppose xn and yn converge.

1. xn ≥ yn for sufficiently big n =⇒ limn→∞ xn ≥ limn→∞ yn.

2. limn→∞ xn > limn→∞ yn =⇒ xn > yn for sufficiently big n.

A special case of the property is that

xn ≥ l for big n =⇒ lim
n→∞

xn ≥ l,

and
lim
n→∞

xn > l =⇒ xn > l for big n.

We also have the ≤ and < versions of the special case.

Proof. We prove the second statement first. By Proposition 1.2.3, the assumption
implies ε = limn→∞(xn − yn) = limn→∞ xn − limn→∞ yn > 0. Then there is N ,
such that

n > N =⇒ |(xn − yn)− ε| < ε =⇒ xn − yn − ε > −ε ⇐⇒ xn > yn.

By exchanging xn and yn in the second statement, we find that

lim
n→∞

xn < lim
n→∞

yn =⇒ xn < yn for big n.

This further implies that we cannot have xn ≥ yn for big n. The combined impli-
cation

lim
n→∞

xn < lim
n→∞

yn =⇒ opposite of (xn ≥ yn for big n)

is equivalent to the first statement.

In the second part of the proof above, we used the logical fact that “A =⇒ B”
is the same as “(not B) =⇒ (not A)”. Moreover, we note that the following two
statements are not opposite of each other.

• xn < yn for big n: There is N , such that xn < yn for n > N .

• xn ≥ yn for big n: There is N , such that xn ≥ yn for n > N .

In fact, the opposite of the second statement is the following: For any N , there is
n > N , such that xn < yn. The first statement implies (but is not equivalent to)
this opposite statement.
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Sandwich Property

Proposition 1.2.5. Suppose

xn ≤ yn ≤ zn, lim
n→∞

xn = lim
n→∞

zn = l.

Then limn→∞ yn = l.

Proof. For any ε > 0, there is N , such that

n > N =⇒ |xn − l| < ε, |zn − l| < ε

=⇒ l − ε < xn, zn < l + ε

=⇒ l − ε < xn ≤ yn ≤ zn < l + ε

⇐⇒ |yn − l| < ε.

In the proof above, we usually have N1 and N2 for limn→∞ xn and limn→∞ zn
respectively. Then N = max{N1, N2} works for both limits. In the later arguments,
we may always choose the same N for finitely many limits.

Example 1.2.3. For any a > 1 and n > a, we have 1 < n
√
a < n

√
n. Then by the limit

(1.1.3) and the sandwich rule, we have limn→∞ n
√
a = 1. On the other hand, for 0 < a < 1,

we have b =
1

a
> 1 and

lim
n→∞

n
√
a = lim

n→∞

1
n
√
b

=
1

limn→∞
n
√
b

= 1.

Combining all the cases, we get limn→∞ n
√
a = 1 for any a > 0.

Exercise 1.20. Redo Exercise 1.3 by using the sandwich rule.

Exercise 1.21. Let a > 0 be a constant. Then
1

n
< a < n for big n. Use this and the limit

(1.1.3) to prove limn→∞ n
√
a = 1.

1.3 Infinity and Infinitesimal
A changing numerical quantity is an infinity if it tends to get arbitrarily big. For
sequences, this means the following.

Definition 1.3.1. A sequence xn diverges to infinity, denoted limn→∞ xn = ∞, if
for any b, there is N , such that

n > N =⇒ |xn| > b. (1.3.1)

It diverges to positive infinity, denoted limn→∞ xn = +∞, if for any b, there is N ,
such that

n > N =⇒ xn > b.



18 Chapter 1. Limit of Sequence

It diverges to negative infinity, denoted limn→∞ xn = −∞, if for any b, there is N ,
such that

n > N =⇒ xn < b.

A changing numerical quantity is an infinitesimal if it tends to get arbitrarily
small. For sequences, this means that for any ε > 0, there is N , such that

n > N =⇒ |xn| < ε. (1.3.2)

This is the same as limn→∞ xn = 0.
Note that the implications (1.3.1) and (1.3.2) are equivalent by changing xn

to
1

xn
and taking ε =

1

b
. Therefore we have

xn is an infinity ⇐⇒ 1

xn
is an infinitesimal.

We also note that, since limn→∞ xn = l is equivalent to limn→∞(xn − l) = 0, we
have

xn converges to l ⇐⇒ xn − l is an infinitesimal.

Exercise 1.22. Infinities must be unbounded. Is the converse true?

Exercise 1.23. Prove that if a sequence diverges to infinity, then all its subsequences diverge
to infinity.

Exercise 1.24. Suppose limn→∞ xn = limn→∞ yn = +∞. Prove that limn→∞(xn + yn) =
+∞ and limn→∞ xnyn = +∞.

Exercise 1.25. Suppose limn→∞ xn =∞ and |xn − xn+1| < c for some constant c.

1. Prove that either limn→∞ xn = +∞ or limn→∞ xn = −∞.

2. If we further know limn→∞ xn = +∞, prove that for any a > x1, some term xn lies
in the interval (a, a+ c).

Exercise 1.26. Prove that if limn→∞ xn = +∞ and |xn − xn+1| < c for some constant
c < π, then sinxn diverges. Exercise 1.25 might be helpful here.

Some properties of finite limits can be extended to infinities and infinitesimals.
For example, the properties in Exercise 1.24 can be denoted as the arithmetic rules
(+∞) + (+∞) = +∞ and (+∞)(+∞) = +∞. Moreover, if limn→∞ xn = 1,

limn→∞ yn = 0, and yn < 0 for big n, then limn→∞
xn
yn

= −∞. Thus we have

another arithmetic rule
1

0−
= −∞. Common sense suggests more arithmetic rules

such as

c+∞ =∞, c · ∞ =∞ for c 6= 0, ∞ ·∞ =∞,
∞
c

=∞, c

0
=∞ for c 6= 0,

c

∞
= 0,
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where c is a finite number and represents a sequence converging to c. On the other
hand, we must be careful not to overextend the arithmetic rules. The following

example shows that
0

0
has no definite value.

lim
n→∞

n−1 = 0, lim
n→∞

2n−1 = 0, lim
n→∞

n−2 = 0,

lim
n→∞

n−1

2n−1
=

1

2
, lim

n→∞

n−1

n−2
= +∞, lim

n→∞

n−2

2n−1
= 0.

Exercise 1.27. Prove properties of infinity.

1. (bounded)+∞ =∞: If xn is bounded and limn→∞ yn =∞, then limn→∞(xn+yn) =
∞.

2. (−∞)(−∞) = +∞.

3. min{+∞,+∞} = +∞.

4. Sandwich rule: If xn ≥ yn and limn→∞ yn = +∞, then limn→∞ xn = +∞.

5. (> c > 0) · (+∞) = +∞: If xn > c for some constant c > 0 and limn→∞ yn = +∞,
then limn→∞ xnyn = +∞.

Exercise 1.28. Show that∞+∞ has no definite value by constructing examples of sequences
xn and yn that diverge to ∞ but one of the following holds.

1. limn→∞(xn + yn) = 2.

2. limn→∞(xn + yn) = +∞.

3. xn + yn is bounded and divergent.

Exercise 1.29. Show that 0 ·∞ has no definite value by constructing examples of sequences
xn and yn, such that limn→∞ xn = 0 and limn→∞ yn =∞ and one of the following holds.

1. limn→∞ xnyn = 2.

2. limn→∞ xnyn = 0.

3. limn→∞ xnyn =∞.

4. xnyn is bounded and divergent.

Exercise 1.30. Provide counterexamples to the wrong arithmetic rules.

+∞
+∞ = 1, (+∞)− (+∞) = 0, 0 · ∞ = 0, 0 · ∞ =∞, 0 · ∞ = 1.

1.4 Supremum and Infimum
Both real numbers R and rational numbers Q are ordered fields. The deeper part
of the mathematical analysis lies in the difference between the real and rational
numbers. The key difference is the existence of limit, which is the same as the
completeness of order.

Definition 1.4.1. Let X be a nonempty set of numbers. An upper bound of X is a
number B such that x ≤ B for any x ∈ X. The supremum of X is the least upper
bound of the set and is denoted supX.
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Definition 1.4.2. Real numbers R is a set with the usual arithmetic operations
and the order satisfying the usual properties, and the additional property that any
bounded set of real numbers has the supremum.

In contrast, rational numbers Q does not have the additional property. For
example, the decimal approximations of

√
2 in Exercise 1.1 is a bounded rational

sequence. The sequence has no rational supremum, because it supremum
√

2 is not
a rational number.

Supremum and Infimum

The supremum λ = supX is characterized by the following properties.

1. λ is an upper bound: For any x ∈ X, we have x ≤ λ.

2. Any number smaller than λ is not an upper bound: For any ε > 0, there is
x ∈ X, such that x > λ− ε.

The infimum inf X is the greatest lower bound, and can be similarly characterized.

Example 1.4.1. Both the set {1, 2} and the interval [0, 2] have 2 as the supremum. In
general, the maximum of a set X is a number ξ ∈ X satisfying ξ ≥ x for any x ∈ X. If
the maximum exists, then the maximum is the supremum. We also note that the interval
(0, 2) has no maximum but still has 2 as the supremum.

A bounded set of real numbers may not always have maximum, but always has
supremum.

Similarly, the minimum of a set X is a number η ∈ X satisfying η ≤ x for any x ∈ X.
If the minimum exists, then it is the infimum.

Example 1.4.2. The irrational number
√

2 is the supremum of the set

{1.4, 1.41, 1.414, 1.4142, 1.41421, 1.414213, 1.4142135, 1.41421356, . . . }

of its decimal expansions. It is also the supremum of the set{m
n

: m and n are natural numbers satisfying m2 < 2n2
}

of positive rational numbers whose squares are less than 2.

Example 1.4.3. Let Ln be the length of an edge of the inscribed regular n-gon in a circle
of radius 1. Then 2π is the supremum of the set {3L3, 4L4, 5L5, . . . } of the circumferences
of the inscribed regular n-gons.

Exercise 1.31. Find the suprema and the infima.

1. {a+ b : a, b are rational, a2 < 3, |2b+ 1| < 5}.

2.

{
n

n+ 1
: n is a natural number

}
.

3.

{
(−1)nn

n+ 1
: n is a natural number

}
.
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4.
{m
n

: m and n are natural numbers satisfying m2 > 3n2
}

.

5.

{
1

2m
+

1

3n
: m and n are natural numbers

}
.

6. {nRn : n ≥ 3 is a natural number}, where Rn is the length of an edge of the circum-
scribed regular n-gon around a circle of radius 1.

Exercise 1.32. Prove that the supremum is unique.

Exercise 1.33. Suppose X is a nonempty bounded set of numbers. Prove that λ = supX
is characterized by the following two properties.

1. λ is an upper bound: For any x ∈ X, we have x ≤ λ.

2. λ is the limit of a sequence in X: There are xn ∈ X, such that λ = limn→∞ xn.

The following are some properties of the supremum and infimum.

Proposition 1.4.3. Suppose X and Y are nonempty bounded sets of numbers.

1. supX ≥ inf X, and the equality holds if and only if X contains a single
number.

2. supX ≤ inf Y if and only if x ≤ y for any x ∈ X and y ∈ Y .

3. supX ≥ inf Y if and only if for any ε > 0, there are x ∈ X and y ∈ Y
satisfying y − x < ε.

4. Let X + Y = {x+ y : x ∈ X, y ∈ Y }. Then sup(X + Y ) = supX + supY and
inf(X + Y ) = inf X + inf Y .

5. Let cX = {cx : x ∈ X}. Then sup(cX) = c supX when c > 0 and sup(cX) =
c inf X when c < 0. In particular, sup(−X) = − inf X.

6. Let XY = {xy : x ∈ X, y ∈ Y }. If all numbers in X,Y are positive, then
sup(XY ) = supX supY and inf(XY ) = inf X inf Y .

7. Let X−1 = {x−1 : x ∈ X}. If all numbers in X are positive, then supX−1 =
(inf X)−1.

8. |x − y| ≤ c for any x ∈ X and y ∈ Y if and only if | supX − supY | ≤ c,
| inf X − inf Y | ≤ c, | supX − inf Y | ≤ c and | inf X − supY | ≤ c.

Proof. For the first property, we pick any x ∈ X and get supx ≥ x ≥ inf X. When
supx = inf X, we get x = supx = inf X, so that X contains a single number.

For the second property, supX ≤ inf Y implies x ≤ supX ≤ inf Y ≤ y for
any x ∈ X and y ∈ Y . Conversely, assume x ≤ y for any x ∈ X and y ∈ Y . Then
any y ∈ Y is an upper bound of X. Therefore supX ≤ y. Since supX ≤ y for any
y ∈ Y , supX is a lower bound of Y . Therefore supX ≤ inf Y .

For the third property, for any ε > 0, there are x ∈ X satisfying x > supX− ε
2

and y ∈ Y satisfying y < inf Y + ε
2 . If supX ≥ inf Y , then this implies y − x <
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(inf Y + ε
2 )−(supX− ε

2 ) = inf Y −supX+ε ≤ ε. Conversely, suppose for any ε > 0,
there are x ∈ X and y ∈ Y satisfying y − x < ε. Then supX − inf Y ≥ x− y ≥ −ε.
Since ε > 0 is arbitrary, we get supX − inf Y ≥ 0.

For the fourth property, we have x + y ≤ supX + supY for any x ∈ X and
y ∈ Y . This means supX + supY is an upper bound of X + Y . Moreover, for any
ε > 0, there are x ∈ X and y ∈ Y satisfying x > supX − ε

2 and y > supY − ε
2 .

Then x+ y ∈ X + Y satisfies x+ y > supX + supY − ε. Thus the two conditions
for supX + supY to be the supremum of X + Y are verified.

For the fifth property, assume c > 0. Then l > x for all x ∈ X is the same as
cl > cx for all x ∈ X. Therefore l is an upper bound of X if and only if cl is an
upper bound of cX. In particular, l is the smallest upper bound of X if and only if
cl is the smallest upper bound of cX. This means sup(cX) = c supX.

On the other hand, assume c < 0. Then l < x for all x ∈ X is the same as
cl > cx for all x ∈ X. Therefore l is a lower bound of X if and only if cl is an upper
bound of cX. This means sup(cX) = c inf X.

The proof of the last three properties are left to the reader.

Exercise 1.34. Finish the proof of Proposition 1.4.3.

Exercise 1.35. Suppose Xi are nonempty sets of numbers. Let X = ∪iXi and λi = supXi.
Prove that supX = supi λi = supi supXi. What about the infimum?

Monotone Sequence

As the time goes by, the world record in 100 meter dash is shorter and shorter time,
and the limit should be the infimum of all the world records. The example suggests
that a bounded (for the existence of infimum) decreasing sequence should converge
to its infimum.

A sequence xn is increasing if xn+1 ≥ xn (for all n). It is strictly increasing
if xn+1 > xn. The concepts of decreasing and strictly decreasing sequences can be
similarly defined. A sequence is monotone if it is either increasing or decreasing.

Proposition 1.4.4. A bounded monotone sequence of real numbers converges. An
unbounded monotone sequence of real numbers diverges to infinity.

Proof. A bounded and increasing sequence xn has a real number supremum l =
sup{xn}. For any ε > 0, by the second property that characterizes the supremum,
there is N , such that xN > l − ε. Since the sequence is increasing, n > N implies
xn ≥ xN > l − ε. We also have xn ≤ l because l is an upper bound. Therefore we
conclude that

n > N =⇒ l − ε < xn ≤ l =⇒ |xn − l| < ε.

This proves that the sequence converges to l.
If xn is unbounded and increasing, then it has no upper bound (see Exercise

1.36). In other words, for any b, there is N , such that xN > b. Since the sequence
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is increasing, we have

n > N =⇒ xn ≥ xN > b.

This proves that the sequence diverges to +∞.
The proof for a decreasing sequence is similar.

Example 1.4.4. The natural constant e is defined as the limit

e = lim
n→∞

(
1 +

1

n

)n
= 2.71828182845904 · · · . (1.4.1)

Here we justify the definition by showing that the limit converges.

Let xn =

(
1 +

1

n

)n
. The binomial expansion tells us

xn = 1 + n

(
1

n

)
+
n(n− 1)

2!

(
1

n

)2

+
n(n− 1)(n− 2)

3!

(
1

n

)3

+ · · ·+ n(n− 1) · · · 1
n!

(
1

n

)n
= 1 +

1

1!
+

1

2!

(
1− 1

n

)
+

1

3!

(
1− 1

n

)(
1− 2

n

)
+ · · ·+ 1

n!

(
1− 1

n

)(
1− 2

n

)
· · ·
(

1− n− 1

n

)
.

By comparing the similar formula for xn+1, we find the sequence is strictly increasing.
The formula also tells us

xn < 1 +
1

1!
+

1

2!
+

1

3!
+ · · ·+ 1

n!

< 1 +
1

1!
+

1

1 · 2 +
1

2 · 3 + · · ·+ 1

(n− 1)n

= 2 +

(
1

1
− 1

2

)
+

(
1

2
− 1

3

)
+ · · ·+

(
1

n− 1
− 1

n

)
= 2 +

1

1
− 1

n
< 3.

Therefore the sequence converges.

Exercise 1.36. Prove that an increasing sequence is bounded if and only if it has an upper
bound.

Exercise 1.37. Prove that limn→∞ a
n = 0 for |a| < 1 in the following steps.

1. Prove that for 0 ≤ a < 1, the sequence an decreases.

2. Prove that for 0 ≤ a < 1, the limit of an must be 0.

3. Prove that limn→∞ a
n = 0 for −1 < a ≤ 0.
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1.5 Convergent Subsequence

Bolzano-Weierstrass Theorem

Proposition 1.2.1 says any convergent sequence is bounded. The counterexample
(−1)n shows that the converse of the proposition is not true. Despite the diver-
gence, we still note that the sequence is made up of two convergent subsequences
(−1)2k−1 = −1 and (−1)2k = 1.

Theorem 1.5.1 (Bolzano1-Weierstrass2 Theorem). A bounded sequence of real num-
bers has a convergent subsequence.

By Proposition 1.2.2, any subsequence of a convergent sequence is convergent.
The theorem says that, if the original sequence is only assumed to be bounded, then
“any subsequence” should be changed to “some subsequence”.

Proof. The bounded sequence xn lies in a bounded interval [a, b]. Divide [a, b] into

two equal halves

[
a,
a+ b

2

]
and

[
a+ b

2
, b

]
. Then one of the halves must contain

infinitely many xn. We denote this interval by [a1, b1].

Further divide [a1, b1] into two equal halves

[
a1,

a1 + b1
2

]
and

[
a1 + b1

2
, b1

]
.

Again one of the halves, which we denote by [a2, b2], contains infinitely many xn.
Keep going, we get a sequence of intervals

[a, b] ⊃ [a1, b1] ⊃ [a2, b2] ⊃ · · · ⊃ [ak, bk] ⊃ · · ·

with the length bk − ak =
b− a

2k
. Moreover, each internal [ak, bk] contains infinitely

many xn.
The inclusion relation between the intervals implies

a ≤ a1 ≤ a2 ≤ · · · ≤ ak ≤ · · · ≤ bk ≤ · · · ≤ b2 ≤ b1 ≤ b.

Since ak and bk are also bounded, by Proposition 1.4.4, both sequences converge.
Moreover, by Example 1.1.3, we have

lim
k→∞

(bk − ak) = (b− a) lim
k→∞

1

2k
= 0.

1Bernard Placidus Johann Nepomuk Bolzano, born October 5, 1781, died December 18, 1848
in Prague, Bohemia (now Czech). Bolzano is famous for his 1837 book “Theory of Science”.
He insisted that many results which were thought ”obvious” required rigorous proof and made
fundamental contributions to the foundation of mathematics. He understood the need to redefine
and enrich the concept of number itself and define the Cauchy sequence four years before Cauchy’s
work appeared.

2Karl Theodor Wilhelm Weierstrass, born October 31, 1815 in Ostenfelde, Westphalia (now
Germany), died February 19, 1848 in Berlin, Germany. In 1864, he found a continuous but nowhere
differentiable function. His lectures on analytic functions, elliptic functions, abelian functions
and calculus of variations influenced many generations of mathematicians, and his approach still
dominates the teaching of analysis today.
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Therefore ak and bk converge to the same limit l.
Since [a1, b1] contains infinitely many xn, we have xn1 ∈ [a1, b1] for some

n1. Since [a2, b2] contains infinitely many xn, we also have xn2
∈ [a2, b2] for some

n2 > n1. Keep going, we have a subsequence satisfying xnk ∈ [ak, bk]. This means
that ak ≤ xnk ≤ bk. By the sandwich rule, we get limk→∞ xnk = l. Thus xnk is a
converging subsequence.

The following useful remark is used in the proof above. Suppose P is a property
about terms in a sequence (say xn > l, or xn > xn+1, or xn ∈ [a, b], for examples).
Then the following statements are equivalent.

1. There are infinitely many xn with property P .

2. For any N , there is n > N , such that xn has property P .

3. There is a subsequence xnk , such that each term xnk has property P .

Exercise 1.38. Explain that any real number is the limit of a sequence of the form
n1

10
,
n2

100
,

n3

1000
, . . . , where nk are integers. Based on this observation, construct a sequence such

that any real number in [0, 1] is the limit of a convergent subsequence.

Exercise 1.39. Prove that a number is the limit of a convergent subsequence of xn if and
only if it is the limit of a convergent subsequence of n

√
nxn.

Exercise 1.40. Suppose xn and yn are two bounded sequences. Prove that there are nk,
such that both subsequences xnk and ynk converge. Moreover, extend this to more than
two bounded sequences.

Cauchy Criterion

The definition of convergence involves the explicit value of the limit. However,
there are many cases that a sequence must be convergent, but the limit value is not
known. The limit of the world record in 100 meter dash is one such example. In
such cases, the convergence cannot be established by using the definition alone.

Theorem 1.5.2 (Cauchy3 Criterion). A sequence xn converges if and only if for any
ε > 0, there is N , such that

m,n > N =⇒ |xm − xn| < ε.

A sequence xn satisfying the condition in the theorem is called Cauchy se-
quence. The theorem says that a sequence converges if and only if it is a Cauchy
sequence.

3Augustin Louis Cauchy, born 1789 in Paris (France), died 1857 in Sceaux (France). His con-
tributions to mathematics can be seem by the numerous mathematical terms bearing his name,
including Cauchy integral theorem (complex functions), Cauchy-Kovalevskaya theorem (differen-
tial equations), Cauchy-Riemann equations, Cauchy sequences. He produced 789 mathematics
papers and his collected works were published in 27 volumes.
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Proof. Suppose xn converges to l. For any ε > 0, there is N , such that n > N

implies |xn − l| <
ε

2
. Then m,n > N implies

|xm − xn| = |(xm − l)− (xn − l)| ≤ |xm − l|+ |xn − l| <
ε

2
+
ε

2
= ε.

Conversely, for a Cauchy sequence, we prove the convergence in three steps.

1. A Cauchy sequence is bounded.

2. Bounded sequence has converging subsequence.

3. If a Cauchy sequence has a convergent subsequence, then the whole Cauchy
sequence converges.

Suppose xn is a Cauchy sequence. For ε = 1 > 0, there is N , such that m,n > N
implies |xm− xn| < 1. Taking m = N + 1, we find n > N implies xN+1− 1 < xn <
xN+1 +1. Therefore max{x1, x2, . . . , xN , xN+1 +1} and min{x1, x2, . . . , xN , xN+1−
1} are upper and lower bounds for the sequence.

By Bolzano-Weierstrass Theorem, there is a subsequence xnk converging to a
limit l. This means that for any ε > 0, there is K, such that

k > K =⇒ |xnk − l| <
ε

2
.

On the other hand, since xn is a Cauchy sequence, there is N , such that

m,n > N =⇒ |xm − xn| <
ε

2
.

Now for any n > N , we can easily find some k > K, such that nk > N (k =

max{K,N}+1, for example). Then we have both |xnk− l| <
ε

2
and |xnk−xn| <

ε

2
.

The inequalities imply |xn − l| < ε, and we established the implication

n > N =⇒ |xn − l| < ε.

We note that the first and third steps are general facts in any metric space,
and the Bolzano-Weierstrass Theorem is only used in the second step. Therefore the
equivalence between Cauchy property and convergence remains true in any general
setting as long as Bolzano-Weierstrass Theorem remains true.

Example 1.5.1. Consider the sequence xn = (−1)n. For ε = 1 > 0 and any N , we can
find an even n > N . Then m = n + 1 > N is odd and |xm − xn| = 2 > ε. Therefore the
Cauchy criterion fails and the sequence diverges.

Example 1.5.2 (Oresme4). The harmonic sequence

xn = 1 +
1

2
+

1

3
+ · · ·+ 1

n

4Nicole Oresme, born 1323 in Allemagne (France), died 1382 in Lisieux (France). Oresme is
best known as an economist, mathematician, and a physicist. He was one of the most famous and
influential philosophers of the later Middle Ages. His contributions to mathematics were mainly
contained in his manuscript Tractatus de configuratione qualitatum et motuum (Treatise on the
Configuration of Qualities and Motions).
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satisfies

x2n − xn =
1

n+ 1
+

1

n+ 2
+ · · ·+ 1

2n
≥ 1

2n
+

1

2n
+ · · ·+ 1

2n
=

n

2n
=

1

2
.

Thus for ε =
1

2
and any N , we have |xm − xn| >

1

2
by taking any natural number n > N

and m = 2n. Therefore the Cauchy criterion fails and the harmonic sequence diverges.

Example 1.5.3. We show that xn = sinn diverges. For any integer k, the intervals(
2kπ +

π

4
, 2kπ +

3π

4

)
and

(
2kπ − π

4
, 2kπ − 3π

4

)
have length

π

2
> 1 and therefore must

contain integers mk and nk. Moreover, by taking k to be a big positive number, mk

and nk can be as big as we wish. Then sinmk >
1√
2

, sinnk < − 1√
2

, and we have

| sinmk − sinnk| >
√

2. Thus the sequence sinn is not Cauchy and must diverge.
For extensions of the example, see Exercises 1.42 and 1.26.

Exercise 1.41. For the harmonic sequence xn, use x2n − xn >
1

2
to prove that x2n >

n

2
.

Then show the divergence of xn.

Exercise 1.42. For 0 < a < π, prove that both sinna and cosna diverge.

Exercise 1.43. Prove any Cauchy sequence is bounded.

Exercise 1.44. Prove that a subsequence of a Cauchy sequence is still a Cauchy sequence.

Set of Limits

By Bolzano-Weierstrass Theorem, for a bounded sequence xn, the set LIM{xn} of
all the limits of convergent subsequences is not empty. The numbers in LIM{xn}
are characterized below.

Proposition 1.5.3. A real number l is the limit of a convergent subsequence of xn
if and only if for any ε > 0, there are infinitely many xn satisfying |xn − l| < ε.

We remark that the criterion means that, for any ε > 0 and N , there is n > N ,
such that |xn − l| < ε.

Proof. Suppose l is the limit of a subsequence xnk . For any ε > 0, there is K, such
that k > K implies |xnk − l| < ε. Then xnk for all k > K are the infinitely many
xn satisfying |xn − l| < ε.

Conversely, suppose for any ε > 0, there are infinitely many xn satisfying
|xn − l| < ε. Then for ε = 1, there is n1 satisfying |xn1 − l| < 1. Next, for

ε =
1

2
, there are infinitely many xn satisfying |xn − l| < 1

2
. Among these we

can find n2 > n1, such that |xn2
− l| < 1

2
. After finding xnk , we have infinitely

many xn satisfying |xn − l| <
1

k + 1
. Among these we can find nk+1 > nk, such
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that |xnk+1
− l| < 1

k + 1
. We inductively constructed a subsequence xnk satisfying

|xnk − l| <
1

k
. The inequality implies that xnk converges to l.

Example 1.5.4. Let xn, yn, zn be sequences converging to l1, l2, l3, respectively. Then the
set LIM of limits of the sequence

x1, y1, z1, x2, y2, z2, x3, y3, z3, . . . , xn, yn, zn, . . .

contains l1, l2, l3. We claim that LIM = {l1, l2, l3}.
We need to explain that any l 6= l1, l2, l3 is not the limit of any subsequence. Pick

an ε > 0 satisfying
|l − l1| ≥ 2ε, |l − l2| ≥ 2ε, |l − l3| ≥ 2ε.

Then there is N , such that

n > N =⇒ |xn − l1| < ε, |yn − l2| < ε, |zn − l3| < ε.

Since |l − l1| ≥ 2ε and |xn − l1| < ε imply |xn − l| > ε, we have

n > N =⇒ |xn − l| > ε, |yn − l| > ε, |zn − l| > ε.

This implies that l cannot be the limit of any convergent subsequence.
A more direct argument is the following. Let l be the limit of a convergent subse-

quence wm of the combined sequence. The subsequence wm must contain infinitely many
terms from at least one of the three sequences. If wm contains infinitely many terms from
xn, then it contains a subsequence xnk , and we get

l = limwm = limxnk = limxn = l1.

Here Proposition 1.2.2 is applied to the second and the third equalities.

Example 1.5.5. In Example 1.5.3, we already know that sinn diverges. Here we show that
0 is the limit of some converging subsequence.

The Hurwitz Theorem in number theory says that, for any irrational number such as

π, there are infinitely many rational numbers
n

m
, m,n ∈ Z, such that

∣∣∣ n
m
− π

∣∣∣ ≤ 1√
5m2

.

The constant
√

5 can be changed to a bigger one for π, but is otherwise optimal if π is

replaced by the golden ratio

√
5 + 1

2
.

The existence of infinitely many rational approximations as above gives us strictly

increasing sequences mk, nk of natural numbers, such that

∣∣∣∣ nkmk
− π

∣∣∣∣ ≤ 1√
5m2

k

. This

implies |nk −mkπ| ≤
1

mk
and limk→∞(nk −mkπ) = 0. Then the continuity of sinx at 0

(see Section 2.2) implies limk→∞ sinnk = limk→∞ sin(nk −mkπ) = 0.
Exercise 1.81 gives a vast generalization of the example. It shows that LIM{sinn} =

[−1, 1].

Exercise 1.45. For sequences in Exercise 1.14, find the sets of limits.

Exercise 1.46. Suppose the sequence zn is obtained by combining two sequences xn and yn
together. Prove that LIM{zn} = LIM{xn} ∪ LIM{yn}.
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Exercise 1.47. Suppose lk ∈ LIM{xn} and limk→∞ lk = l. Prove that l ∈ LIM{xn}. In
other words, the limit of limits is a limit.

Upper and Lower Limits

The supremum of LIM{xn} is called the upper limit and denoted limn→∞ xn. The
infimum of LIM{xn} is called the lower limit and denoted limn→∞ xn. For example,
for the sequence in Example 1.5.4, the upper limit is max{l1, l2, l3} and the lower
limit is min{l1, l2, l3}.

The following characterizes the upper limit. The lower limit can be similarly
characterized.

Proposition 1.5.4. Suppose xn is a bounded sequence and l is a number.

1. If l > limn→∞ xn, then there are only finitely many xn > l.

2. If l < limn→∞ xn, then there are infinitely many xn > l.

infimum upper limit supremum

xn

no xn

finitely many xn

infinitely many xn

all xn

Figure 1.5.1. Supremum, infimum, and upper limit.

The characterization provides the following picture for the upper limit. Let
us start with a big l and move downwards. As l decrease, the number of terms
xn > l increases. If l is an upper bound of the sequence, then this number is zero.
When l is lowered to no longer be an upper bound, some terms in the sequence will
be bigger than l. The number may be finite at the beginning. But there will be a
threshold, such that if l is below the threshold, then the number of xn > l becomes
infinite. The reason for the existence of such a threshold is that when l is so low to
become a lower bound, then all (in particular, infinitely may) xn > l.

This threshold is the upper limit.

Proof. The first statement is the same as the following: If there are infinitely many
xn > l, then l ≤ limn→∞ xn. We will prove this equivalent statement.

Since there are infinitely many xn > l, we can find a subsequence xnk sat-
isfying xnk > l. By Bolzano-Weierstrass Theorem, the subsequence has a further
convergent subsequence xnkp . Then

lim
n→∞

xn = sup LIM{xn} ≥ limxnkp ≥ l,
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where the first inequality is the definition of LIM{xn} and the second inequality
follows from xnk > l.

For the second statement, let l < limn→∞ xn. By the definition of the upper
limit, we have l < limxnk for some converging subsequence xnk . By Proposition
1.2.4, all the terms in the subsequence except finitely many will be bigger than l.
Thus we find infinitely many xn > l.

Proposition 1.5.5. The upper and lower limits are limits of convergent subsequences.
Moreover, the sequence converges if and only if the upper and lower limits are equal.

The first conclusion is limn→∞ xn, limn→∞ xn ∈ LIM{xn}. In the second
conclusion, the equality limn→∞ xn = limn→∞ xn = l means LIM{xn} = {l}, which
basically says that all convergent subsequences have the same limit.

Proof. Denote l = limxn. For any ε > 0, we have l+ ε > limxn and l− ε < limxn.
By Proposition 1.5.4, there are only finitely many xn > l + ε and infinitely many
xn > l−ε. Therefore there are infinitely many xn satisfying l+ε ≥ xn > l−ε. Thus
for any ε > 0, there are infinitely many xn satisfying |xn − l| ≤ ε. By Proposition
1.5.3, l is the limit of a convergent subsequence.

For the second part, Proposition 1.2.2 says that if xn converges to l, then
LIM{xn} = {l}, so that limxn = limxn = l. Conversely, suppose limxn = limxn =
l. Then for any ε > 0, we apply Proposition 1.5.4 to l + ε > limxn and find only
finitely many xn > l + ε. We also apply the similar characterization of the lower
limit to l− ε < limxn and find also only finitely many xn < l− ε. Thus |xn− l| ≤ ε
holds for all but finitely many xn. If N is the biggest index for those xn that do
not satisfy |xn − l| ≤ ε, then we get |xn − l| ≤ ε for all n > N . This proves that xn
converges to l.

Exercise 1.48. Find the upper and lower limits of bounded sequences in Exercise 1.14.

Exercise 1.49. Prove the properties of upper and lower limits.

1. limn→∞(−xn) = − limn→∞ xn.

2. limn→∞ xn + limn→∞ yn ≥ limn→∞(xn + yn) ≥ limn→∞ xn + limn→∞ yn.

3. If xn > 0, then limn→∞
1

xn
=

1

limn→∞ xn
.

4. If xn ≥ 0 and yn ≥ 0, then limn→∞ xn · limn→∞ yn ≥ limn→∞(xnyn) ≥ limn→∞ xn ·
limn→∞ yn.

5. If xn ≥ yn, then limn→∞ xn ≥ limn→∞ yn and limn→∞ xn ≥ limn→∞ yn.

6. If limn→∞ xn > limn→∞ yn or limn→∞ xn > limn→∞ yn, then xn > yn for infinitely
many n.

7. If for any N , there are m,n > N , such that xm ≥ yn, then limxn ≥ lim yn.

8. If limxn > lim yn, then for any N , there are m,n > N , such that xm > yn.

Exercise 1.50. Suppose the sequence zn is obtained by combining two sequences xn and yn
together. Prove that lim zn = max{limxn, lim yn}.
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Exercise 1.51. Prove that if limn→∞

∣∣∣∣xn+1

xn

∣∣∣∣ < 1, then limn→∞ xn = 0. Prove that if

limn→∞

∣∣∣∣xn+1

xn

∣∣∣∣ > 1, then limn→∞ xn =∞.

Exercise 1.52. Prove that the upper limit l of a bounded sequence xn is characterized by
the following two properties.

1. l is the limit of a convergent subsequence.

2. For any ε > 0, there is N , such that xn < l + ε for any n > N .

The characterization may be compared with the one for the supremum in Exercise 1.33.

Exercise 1.53. For a Cauchy sequence, prove that any two converging subsequences have
the same limit. Then by Proposition 1.5.5, the Cauchy sequence converges. This gives an
alternative proof of the Cauchy criterion (Theorem 1.5.2).

Exercise 1.54. For a bounded sequence xn, prove that

lim
n→∞

xn = lim
n→∞

sup{xn, xn+1, xn+2, . . . },

lim
n→∞

xn = lim
n→∞

inf{xn, xn+1, xn+2, . . . }.

Heine-Borel Theorem

The Bolzano-Weierstrass Theorem has a set theoretical version that plays a crucial
role in the point set topology. The property will not be needed for the analysis of
single variable functions but will be useful for multivariable functions. The other
reason for including the result here is that the proof is very similar to the proof of
Bolzano-Weierstrass Theorem.

A set X of numbers is closed if xn ∈ X and limn→∞ xn = l implies l ∈ X.
Intuitively, this means that one cannot escape X by taking limits. For example,
the order rule (Proposition 1.2.4) says that closed intervals [a, b] are closed sets. In
modern topological language, the following theorem says that bounded and closed
sets of numbers are compact.

Theorem 1.5.6 (Heine5-Borel6 Theorem). Suppose X is a bounded and closed set of
numbers. Suppose {(ai, bi)} is a collection of open intervals such that X ⊂ ∪(ai, bi).
Then X ⊂ (ai1 , bi1) ∪ (ai2 , bi2) ∪ · · · ∪ (ain , bin) for finitely many intervals in the
collection.

We say U = {(ai, bi)} is an open cover of X when X ⊂ ∪(ai, bi). The theorem
says that if X is bounded and closed, then any cover of X by open intervals has a

5Heinrich Eduard Heine, born March 15, 1821 in Berlin, Germany, died October 21, 1881 in
Halle, Germany. In addition to the Heine-Borel theorem, Heine introduced the idea of uniform
continuity.

6Félix Edouard Justin Émile Borel, born January 7, 1871 in Saint-Affrique, France, died Febru-
ary 3, 1956 in Paris France. Borel’s measure theory was the beginning of the modern theory of
functions of a real variable. He was French Minister of the Navy from 1925 to 1940.
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finite subcover.

Proof. The bounded set X is contained in a bounded and closed interval [α, β].
Suppose X cannot be covered by finitely many open intervals in U = {(ai, bi)}.

Similar to the proof of Bolzano-Weierstrass Theorem, we divide [α, β] into two

halves I ′ =

[
α,
α+ β

2

]
and I ′′ =

[
α+ β

2
, β

]
. Then either X ∩ I ′ or X ∩ I ′′ cannot

be covered by finitely many open intervals in U . We denote the corresponding
interval by I1 = [α1, β1] and denote X1 = X ∩ I1.

Further divide I1 into I ′1 =

[
α1,

α1 + β1

2

]
and I ′′1 =

[
α1 + β1

2
, β1

]
. Again

either X1 ∩ I ′1 or X1 ∩ I ′′1 cannot be covered by finitely many open intervals in U .
We denote the corresponding interval by I2 = [α2, β2] and denote X2 = X ∩ I2.
Keep going, we get a sequence of intervals

I = [α, β] ⊃ I1 = [α1, β1] ⊃ I2 = [α2, β2] ⊃ · · · ⊃ In = [αn, βn] ⊃ · · ·

with In having length βn−αn =
β − α

2n
. Moreover, Xn = X ∩ In cannot be covered

by finitely many open intervals in U . This implies that Xn is not empty, so that we
can pick xn ∈ Xn.

As argued in the proof of Bolzano-Weierstrass Theorem, we have converging
limit l = limn→∞ αn = limn→∞ βn. By αn ≤ xn ≤ βn and the sandwich rule, we
get l = limn→∞ xn. Then by the assumption that X is closed, we get l ∈ X.

Since X ⊂ ∪(ai, bi), we have l ∈ (ai0 , bi0) for some interval (ai0 , bi0) ∈ U .
Then by l = limn→∞ αn = limn→∞ βn, we have Xn ⊂ In = [αn, βn] ⊂ (ai0 , bi0) for
sufficiently big n. In particular, Xn can be covered by one open interval in U . The
contradiction shows that X must be covered by finitely many open intervals from
U .

Exercise 1.55. Find a collection U = {(ai, bi)} that covers (0, 1], but (0, 1] cannot be covered
by finitely many intervals in U . Find similar counterexample for [0,+∞) in place of (0, 1].

Exercise 1.56 (Lebesgue7). Suppose [α, β] is covered by a collection U = {(ai, bi)}. Denote

X = {x ∈ [α, β] : [α, x] is covered by finitely many intervals in U}.

1. Prove that supX ∈ X.

2. Prove that if x ∈ X and x < β, then x+ δ ∈ X for some δ > 0.

3. Prove that supX = β.

This proves Heine-Borel Theorem for bounded and closed intervals.

7Henri Léon Lebesgue, born 1875 in Beauvais (France), died 1941 in Paris (France). His 1901
paper “Sur une généralisation de l’intégrale définie” introduced the concept of measure and revo-
lutionized the integral calculus. He also made major contributions in other areas of mathematics,
including topology, potential theory, the Dirichlet problem, the calculus of variations, set theory,
the theory of surface area and dimension theory.
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Exercise 1.57. Prove Heine-Borel Theorem for a bounded and closed set X in the following
way. Suppose X is covered by a collection U = {(ai, bi)}.

1. Prove that there is δ > 0, such that for any x ∈ X, (x− δ, x+ δ) ⊂ (ai, bi) for some
(ai, bi) ∈ U .

2. Use the boundedness of X to find finitely many numbers c1, c2, . . . , cn, such that
X ⊂ (c1, c1 + δ) ∪ (c2, c2 + δ) ∪ · · · ∪ (cn, cn + δ).

3. Prove that if X ∩ (cj , cj + δ) 6= ∅, then (cj , cj + δ) ⊂ (ai, bi) for some (ai, bi) ∈ U .

4. Prove that X is covered by no more than n open intervals in U .

1.6 Additional Exercise
Ratio Rule

Exercise 1.58. Suppose

∣∣∣∣xn+1

xn

∣∣∣∣ ≤ ∣∣∣∣yn+1

yn

∣∣∣∣.
1. Prove that |xn| ≤ c|yn| for some constant c.

2. Prove that limn→∞ yn = 0 implies limn→∞ xn = 0.

3. Prove that limn→∞ xn =∞ implies limn→∞ yn =∞.

Note that in order to get the limit, the comparison only needs to hold for sufficiently big
n.

Exercise 1.59. Suppose limn→∞
xn+1

xn
= l. What can you say about limn→∞ xn by looking

at the value of l?

Exercise 1.60. Use the ratio rule to get (1.1.5) and limn→∞
(n!)2an

(2n)!
.

Power Rule

The power rule says that if limn→∞ xn = l > 0, then limn→∞ x
p
n = lp. This is a special

case of the exponential rule in Exercises 2.23 and 2.24.

Exercise 1.61. For integer p, show that the power rule is a special case of the arithmetic
rule.

Exercise 1.62. Suppose xn ≥ 1 and limn→∞ xn = 1. Use the sandwich rule to prove that
limn→∞ x

p
n = 1 for any p. Moreover, show that the same is true if xn ≤ 1.

Exercise 1.63. Suppose limn→∞ xn = 1. Use min{xn, 1} ≤ xn ≤ max{xn, 1}, Exercise 1.18
and the sandwich rule to prove that limn→∞ x

p
n = 1.

Exercise 1.64. Prove the power rule in general.

Average Rule

For a sequence xn, the average sequence is yn =
x1 + x2 + · · ·+ xn

n
.
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Exercise 1.65. Prove that if |xn − l| < ε for n > N , where N is a natural number, then

n > N =⇒ |yn − l| <
|x1|+ |x2|+ · · ·+ |xN |+N |l|

n
+ ε.

Exercise 1.66. Prove that if limn→∞ xn = l, then limn→∞ yn = l.

Exercise 1.67. If limn→∞ xn =∞, can you conclude limn→∞ yn =∞? What about +∞?

Exercise 1.68. Find suitable condition on a sequence an of positive numbers, such that

limn→∞ xn = l implies limn→∞
a1x1 + a2x2 + · · ·+ anxn

a1 + a2 + · · ·+ an
= l.

Extended Supremum and Extended Upper Limit

Exercise 1.69. Extend the number system by including the “infinite numbers” +∞, −∞
and introduce the order −∞ < x < +∞ for any real number x. Then for any nonempty
set X of real numbers and possibly +∞ or −∞, we have supX and inf X similarly defined.
Prove that there are exactly three possibilities for supX.

1. If X has no finite number upper bound or +∞ ∈ X, then supX = +∞.

2. If X has a finite number upper bound and contains at least one finite real number,
then supX is a finite real number.

3. If X = {−∞}, then supX = −∞.

Write down the similar statements for inf X.

Exercise 1.70. For a not necessarily bounded sequence xn, extend the definition of LIM{xn}
by adding +∞ if there is a subsequence diverging to +∞, and adding −∞ if there is a
subsequence diverging to −∞. Define the upper and lower limits as the supremum and
infimum of LIM{xn}, using the extension of the concepts in Exercise 1.69. Prove the
following extensions of Proposition 1.5.5.

1. A sequence with no upper bound must have a subsequence diverging to +∞. This
means limn→∞ xn = +∞.

2. If there is no subsequence with finite limit and no subsequence diverging to −∞,
then the whole sequence diverges to +∞.

Supremum and Infimum in Ordered Set

Recall that an order on a set is a relation x < y between pairs of elements satisfying the
transitivity and the exclusivity. The concepts of upper bound, lower bound, supremum
and infimum can be defined for subsets of an ordered set in a way similar to numbers.

Exercise 1.71. Provide a characterization of the supremum similar to numbers.

Exercise 1.72. Prove that the supremum, if exists, must be unique.

Exercise 1.73. An order is defined for all subsets of the plane R2 by A ≤ B if A is contained
in B. Let R be the set of all rectangles centered at the origin and with circumference 1.
Find the supremum and infimum of R.
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The Limits of the Sequence sinn

In Example 1.5.5, we used a theorem from number theory to prove that a subsequence
of sinn converges to 0. Here is a more general approach that proves that any number in
[−1, 1] is the limit of a converging subsequence of sinn.

The points on the unit circle S1 are described by the angles θ. Note that the same
point also corresponds to θ + 2mπ for integers m. Now for any angle α, the rotation by
angle α is the map Rα : S1 → S1 that takes the angle θ to θ+ α. If we apply the rotation
n times, we get Rnα = Rnα : S1 → S1 that takes the angle θ to θ + nα. The rotation also
has inverse R−1

α = R−α : S1 → S1 that takes the angle θ to θ − α.
An interval (θ1, θ2) on the circle S1 consists of all points corresponding to angles

θ1 < θ < θ2. The interval may be also described as (θ1 + 2mπ, θ2 + 2mπ) and has length
θ2− θ1. A key property of the rotation is the preservation of angle length. In other words,
the length of Rα(θ1, θ2) = (θ1 + α, θ2 + α) is the same as the length of (θ1, θ2).

We fix an angle θ and also use θ to denote the corresponding point on the circle. We
also fix a rotation angle α and consider all the points

X = {Rnα(θ) = θ + nα : n ∈ Z}

obtained by rotating θ by angle α repeatedly.

Exercise 1.74. Prove that if an interval (θ1, θ2) on the circle S1 does not contain points in
X, then for any n, Rnα(θ1, θ2) does not contain points in X.

Exercise 1.75. Suppose (θ1, θ2) is a maximal open interval that does not contain points in
X. In other words, any bigger open interval will contain some points in X. Prove that for
any n, either Rnα(θ1, θ2) is disjoint from (θ1, θ2) or Rnα(θ1, θ2) = (θ1, θ2).

Exercise 1.76. Suppose there is an open interval containing no points in X. Prove that
there is a maximal open interval (θ1, θ2) containing no points in X. Moreover, we have
Rnα(θ1, θ2) = (θ1, θ2) for some natural number n.

Exercise 1.77. Prove that Rnα(θ1, θ2) = (θ1, θ2) for some natural number n if and only if α
is a rational multiple of π.

Exercise 1.78. Prove that if α is not a rational multiple of π, then every open interval
contains some point in X.

Exercise 1.79. Prove that if every open interval contains some point in X, then for any
angle l, there is a sequence nk of integers that diverge to infinity, such that the sequence
R
nk
α (θ) = θ + nkα on the circle converges to l. Then interpret the result as limk→∞ |θ +

nkα− 2mkπ| = 0 for another sequence of integers mk.

Exercise 1.80. Prove that if α is not a rational multiple of π, then there are sequences of
natural numbers mk, nk diverging to +∞, such that limk→∞ |nkα− 2mkπ| = 0. Then use
the result to improve the nk in Exercise 1.79 to be natural numbers.

Exercise 1.81. Suppose θ is any number and α is not a rational multiple of π. Prove that
any number in [−1, 1] is the limit of a converging subsequence of sin(θ + nα).
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Alternative Proof of Bolzano-Weierstrass Theorem

We say a term xn in a sequence has property P if there is M , such that m > M implies
xm > xn. The property means that xm > xn for sufficiently big m.

Exercise 1.82. Suppose there are infinitely many terms in a sequence xn with property P .
Construct an increasing subsequence xnk in which each xnk has property P . Moreover, in
case xn is bounded, prove that xnk converges to limxn.

Exercise 1.83. Suppose there are only finitely many terms in a sequence xn with property
P . Construct a decreasing subsequence xnk .

Set Version of Bolzano-Weierstrass Theorem, Upper Limit and Lower Limit

Let X be a set of numbers. A number l is a limit of X if for any ε > 0, there is x ∈ X
satisfying 0 < |x − l| < ε. The definition is similar to the characterisation of the limit of
a subsequence in Proposition 1.5.3. Therefore the limit of a set is the analogue of limit of
converging subsequences. We may similarly denote all the limits of the set by LIMX (the
common notation in topology is X ′, called derived set).

Exercise 1.84. Prove that l is a limit of X if and only if l is the limit of a non repetitive
(i.e., no two terms are equal) sequence in X. This is the analogue of Proposition 1.5.3.

Exercise 1.85. What does it mean for a number not to be a limit? Explain that a finite set
has no limit.

Exercise 1.86. Prove the set version of Bolzano-Weierstrass Theorem: Any infinite, bounded
and closed set of numbers has an accumulation point. Here we say X is closed if limxn = l
and xn ∈ X imply l ∈ X.

Exercise 1.87. Use the set version of Bolzano-Weierstrass Theorem to prove Theorem 1.5.1,
the sequence version.

Exercise 1.88. Use LIMX to define the upper limit limX and the lower limit limX of a
set. Then establish the analogue of Proposition 1.5.4 that characterises the two limits.

Exercise 1.89. Prove that limX and limX are also limits of X. Moreover, explain what
happens when limX = limX. The problem is the analogue of Proposition 1.5.5.

Exercise 1.90. Try to extend Exercises 1.49, 1.50, 1.54 to infinite and bounded sets of
numbers.



Chapter 2

Limit of Function

37



38 Chapter 2. Limit of Function

2.1 Definition
For a function f(x) defined near a (but not necessarily at a), we may consider its
behavior as x approaches a.

Definition 2.1.1. A function f(x) defined near a has limit l at a, and denoted
limx→a f(x) = l, if for any ε > 0, there is δ > 0, such that

0 < |x− a| < δ =⇒ |f(x)− l| < ε. (2.1.1)

δδ

ε

ε
l

a

Figure 2.1.1. 0 < |x− a| < δ implies |f(x)− l| < ε.

The definition says

x→ a, x 6= a =⇒ f(x)→ l.

Similar to the sequence limit, the smallness ε for |f(x)− l| is arbitrarily given, while
the size δ for |x − a| is to be found after ε is given. Thus the choice of δ usually
depends on ε and is often expressed as a function of ε. Moreover, since the limit is
about how close the numbers are, only small ε and δ need to be considered.

Variations of Function Limit

In the definition of function limit, x may approach a from the right (i.e., x > a) or
from the left (i.e., x < a). The two approaches may be treated separately, leading
to one sided limits.

Definition 2.1.2. A function f(x) defined for x > a and near a has right limit l at
a, and denoted limx→a+ f(x) = l, if for any ε > 0, there is δ > 0, such that

0 < x− a < δ =⇒ |f(x)− l| < ε. (2.1.2)

A function f(x) defined for x < a and near a has left limit l at a, and denoted
limx→a− f(x) = l, if for any ε > 0, there is δ > 0, such that

− δ < x− a < 0 =⇒ |f(x)− l| < ε. (2.1.3)
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The one sided limits are often denoted as f(a+) = limx→a+ f(x) and f(a−) =
limx→a− f(x). Moreover, the one sided limits and the usual (two sided) limit are
related as follows.

Proposition 2.1.3. limx→a f(x) = l if and only if limx→a+ f(x) = limx→a− f(x) =
l.

Proof. The two sided limit implies the two one sided limits, because (2.1.1) implies
(2.1.2) and (2.1.3). Conversely, if limx→a+ f(x) = limx→a− f(x) = l, then for any
ε > 0, there are δ+, δ− > 0, such that

0 < x− a < δ+ =⇒ |f(x)− l| < ε,

−δ− < x− a < 0 =⇒ |f(x)− l| < ε.

Then for 0 < |x − a| < δ = min{δ+, δ−}, we have either 0 < x − a < δ ≤ δ+ or
−δ− ≤ −δ < x− a < 0. In either case, we get |f(x)− l| < ε.

We may also define the function limit when x gets very big.

Definition 2.1.4. A function f(x) has limit l at∞, denoted limx→∞ f(x) = l, if for
any ε > 0, there is N , such that

|x| > N =⇒ |f(x)− l| < ε.

The limit at infinity can also be split into the limits f(+∞) = limx→+∞ f(x),
f(−∞) = limx→−∞ f(x) at positive and negative infinities. Proposition 2.1.3 also
holds for the limit at infinity.

The divergence to infinity can also be defined for functions.

Definition 2.1.5. A function f(x) diverges to infinity at a, denoted limx→a f(x) =
∞, if for any b, there is δ > 0, such that

0 < |x− a| < δ =⇒ |f(x)| > b.

The divergence to positive and negative infinities, denoted limx→a f(x) =
+∞ and limx→a f(x) = −∞ respectively, can be similarly defined. Moreover, the
divergence to infinity at the left of a, the right of a, or when a is various kinds of
infinities, can also be similarly defined.

Similar to sequences, we know limx→a f(x) =∞ if and only if limx→a
1

f(x)
=

0, i.e., the reciprocal is an infinitesimal.

Exercise 2.1. Write down the rigorous definition of limx→+∞ f(x) = l, limx→a+ f(x) =
−∞, limx→∞ f(x) = +∞.

Exercise 2.2. Suppose f(x) ≤ l ≤ g(x) and limx→a(f(x)−g(x)) = 0. Prove that limx→a f(x) =
limx→a g(x) = l. Extend Exercises 1.3 through 1.7 in similar way.
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Exercise 2.3. Prove the following are equivalent definitions of limx→a f(x) = l.

1. For any ε > 0, there is δ > 0, such that 0 < |x− a| ≤ δ implies |f(x)− l| < ε.

2. For any c > ε > 0, where c is some fixed number, there is δ > 0, such that 0 <
|x− a| < δ implies |f(x)− l| ≤ ε.

3. For any natural number n, there is δ > 0, such that 0 < |x − a| < δ implies

|f(x)− l| ≤ 1

n
.

4. For any 1 > ε > 0, there is δ > 0, such that 0 < |x−a| < δ implies |f(x)−l| < ε

1− ε .

Exercise 2.4. Which are equivalent to the definition of limx→a f(x) = l?

1. For ε = 0.001, we have δ = 0.01, such that 0 < |x− a| ≤ δ implies |f(x)− l| < ε.

2. For any ε > 0, there is δ > 0, such that |x− a| < δ implies |f(x)− l| < ε.

3. For any ε > 0, there is δ > 0, such that 0 < |x− a| < δ implies 0 < |f(x)− l| < ε.

4. For any 0.001 ≥ ε > 0, there is δ > 0, such that 0 < |x−a| ≤ 2δ implies |f(x)−l| ≤ ε.

5. For any ε > 0.001, there is δ > 0, such that 0 < |x− a| ≤ 2δ implies |f(x)− l| ≤ ε.

6. For any ε > 0, there is a rational number δ > 0, such that 0 < |x − a| < δ implies
|f(x)− l| < ε.

7. For any ε > 0, there is a natural number N , such that 0 < |x − a| < 1

N
implies

|f(x)− l| < ε.

8. For any ε > 0, there is δ > 0, such that 0 < |x− a| < δ implies |f(x)− l| < ε2.

9. For any ε > 0, there is δ > 0, such that 0 < |x− a| < δ implies |f(x)− l| < ε2 + 1.

10. For any ε > 0, there is δ > 0, such that 0 < |x− a| < δ + 1 implies |f(x)− l| < ε2.

Basic Properties of the Function Limit

The properties of limit of sequences can be extended to functions.

Proposition 2.1.6. The limit of functions has the following properties.

1. Boundedness: A function convergent at a is bounded near a.

2. Arithmetic: Suppose limx→a f(x) = l and limx→a g(x) = k. Then

lim
x→a

(f(x) + g(x)) = l + k, lim
x→a

f(x)g(x) = lk, lim
x→a

f(x)

g(x)
=
l

k
,

where g(x) 6= 0 and k 6= 0 are assumed in the third equality.

3. Order: Suppose limx→a f(x) = l and limx→a g(x) = k. If f(x) ≥ g(x) for x
near a, then l ≥ k. Conversely, if l > k, then f(x) > g(x) for x near a.

4. Sandwich: Suppose f(x) ≤ g(x) ≤ h(x) for x near a and limx→a f(x) =
limx→a h(x) = l. Then limx→a g(x) = l.
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5. Composition: Suppose limx→a f(x) = b, limy→b g(y) = c. If f(x) 6= b for x
near a, or g(b) = c, then limy→a g(f(x)) = c.

When we say something happens near a, we mean that there is δ > 0, such
that it happens for x satisfying 0 < |x− a| < δ. For example, f(x) is bounded near
a if there is δ > 0 and B, such that 0 < |x− a| < δ implies |f(x)| < B.

For a composition

x 7→ y = f(x) 7→ z = g(y) = g(f(x)),

the composition rule says

lim
x→a

y = b, lim
y→b

z = c =⇒ lim
x→a

z = c.

The left side means two implications

x→ a, x 6= a =⇒ y → b,

y → b, y 6= b =⇒ z → c.

However, to combine the two implications to get what we want

x→ a, x 6= a =⇒ z → c,

the right side of the first implication needs to match the left side of the second
implication. To make the match, we need to either modify the first implication to

x→ a, x 6= a =⇒ y → b, y 6= b,

which is the first additional condition in the fifth statement of Proposition 2.1.6, or
modify the second implication to

y → b =⇒ z → c,

which is the second additional condition.

Proof. The first four properties are parallel to the Propositions 1.2.1 through 1.2.5
for the sequence limit, and can be proved in the similar way.

Now we turn to the composition rule. For any ε > 0, by limy→b g(y) = c, there
is µ > 0, such that

0 < |y − b| < µ =⇒ |g(y)− c| < ε. (2.1.4)

For this µ > 0, by limx→a f(x) = b, there is δ > 0, such that

0 < |x− a| < δ =⇒ |f(x)− b| < µ. (2.1.5)

If the additional condition f(x) 6= b for x near a is satisfied, then (2.1.5)
becomes

0 < |x− a| < δ =⇒ 0 < |f(x)− b| < µ.
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Combining this with (2.1.4) and taking y = f(x), we get

0 < |x− a| < δ =⇒ 1 < |f(x)− b| < µ =⇒ |g(f(x))− c| < ε.

If the additional condition g(b) = c is satisfied, then (2.1.4) becomes

|y − b| < µ =⇒ |g(y)− c| < ε.

Combining this with (2.1.5) and taking y = f(x), we get

0 < |x− a| < δ =⇒ |f(x)− b| < µ =⇒ |g(f(x))− c| < ε.

So under either additional condition, we proved limy→a g(f(x)) = c.

Proposition 2.1.6 was stated for the two sided limit limx→a f(x) = l with finite
a and l only. The properties also hold when a is replaced by a+, a−, ∞, +∞ and
−∞.

What about the case that l is infinity? In general, all the valid arithmetic rules
for sequences that involve infinities and infinitesimals, such as (+∞)+(+∞) = +∞,
are still valid for functions. However, as in the sequence case, the same care needs
to be taken in applying the arithmetic rules to infinities and infinitesimals.

For the sandwich rule, we have f(x) ≥ g(x) and limx→a g(x) = +∞ implying
limx→a f(x) = +∞. There is similar sandwich rule for l = −∞ but no sandwich
rule for l =∞.

For the composition rule, a, b, c can be practically any symbols. For example,
if limx→∞ g(x) = b, g(x) > b and limy→b+ f(y) = c, then limx→∞ f(g(x)) = c.

Example 2.1.1. The limit of power functions will be established in Section 2.2. Sup-
pose we know limx→0 x

2 = 0 and limx→0+

√
x = 0. We will argue that limx→0 f(x2) =

limx→0+ f(x).
If limx→0 f(x2) = l converges, then consider the composition

x 7→ y =
√
x 7→ z = f(y2) = f(x).

By limx→0+

√
x = 0, limx→0 f(x2) = l, and the fact that x > 0 =⇒

√
x > 0 (so the first

additional condition is satisfied), we may apply the composition rule to get limx→0+ f(x) =
l.

Conversely, if limx→0+ f(x) = l converges, then consider the composition

x 7→ y = x2 7→ z = f(y) = f(x2).

By limx→0 x
2 = 0, limx→0+ f(x) = l, and the fact that x 6= 0 =⇒ x2 > 0, we may apply

the composition rule to get limx→0 f(x2) = l.

Exercise 2.5. Prove the first four properties of Proposition 2.1.6.

Exercise 2.6. Assume that we already know the limit of power functions. Rewrite the limits
as limx→a f(x) for suitable a and explain whether the limits are equivalent.
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1. limx→a− f(−x).

2. limx→a+ f(x+ 1).

3. limx→a+ f(bx+ c).

4. limx→0+ f(x2).

5. limx→0 f((x+ 1)3).

6. limx→0+ f(
√
x).

7. limx→0 f

(
1

x

)
.

8. limx→2+ f

(
1

x

)
.

Exercise 2.7. Prove properties of the function limit.

1. If limx→a f(x) = l and limx→a g(x) = k, then limx→a max{f(x), g(x)} = max{l, k}
and limx→a min{f(x), g(x)} = min{l, k}.

2. If limx→a+ f(x) =∞ and there are c > 0 and δ > 0, such that 0 < x−a < δ implies
g(x) > c, then limx→a+ f(x)g(x) =∞.

3. If limx→a g(x) = +∞ and limy→+∞ f(y) = c, then limx→a f(g(x)) = c.

4. If f(x) ≤ g(x) and limx→+∞ g(x) = −∞, then limx→+∞ f(x) = −∞.

Function Limit and Sequence Limit

A sequence can be considered as a function n 7→ xn. The composition of a function
f(x) with a sequence

n 7→ x = xn 7→ y = f(x) = f(xn)

is the restriction of the function to the sequence.

Proposition 2.1.7. Suppose f(x) is a function defined near a. Then limx→a f(x) =
l if and only if limn→∞ f(xn) = l for any sequence xn satisfying xn 6= a and
limn→∞ xn = a.

Proof. We prove the case a and l are finite. The other cases are similar.
Suppose limx→a f(x) = l. Suppose xn 6= a and limn→∞ xn = a. For any

ε > 0, we can find δ > 0, such that

0 < |x− a| < δ =⇒ |f(x)− l| < ε.

Then we can find N , such that

n > N =⇒ |xn − a| < δ.

The assumption xn 6= a further implies

n > N =⇒ 0 < |xn − a| < δ.

Combining the two implications together, we have

n > N =⇒ 0 < |xn − a| < δ =⇒ |f(xn)− l| < ε.

This proves limn→∞ f(xn) = l.
Conversely, assume limx→a f(x) 6= l (which means either the limit does not

exist, or the limit exists but is not equal to l). Then there is ε > 0, such that for any
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δ > 0, there is x satisfying 0 < |x−a| < δ and |f(x)−l| ≥ ε. Specifically, by choosing

δ =
1

n
for natural numbers n, we find a sequence xn satisfying 0 < |xn − a| <

1

n
and |f(xn) − l| ≥ ε. The first inequality implies xn 6= a and limn→∞ xn = a. The
second inequality implies limn→∞ f(xn) 6= l. This proves the converse.

We remark that a subsequence can be considered as the composition of two
sequences

k 7→ n = nk 7→ x = xnk .

Then Proposition 1.2.2 about the convergence of subsequences can also be consid-
ered as a version of the composition rule.

Example 2.1.2. The Dirichlet8 function is

D(x) =

{
1, if x is rational,

0, if x is irrational.

For any a, we can find a sequence xn of rational numbers and a sequence yn of irrational

numbers converging to but not equal to a (for a = 0, take xn =
1

n
and yn =

√
2

n
, for

example). Then f(xn) = 1 and f(yn) = 0, so that limn→∞ f(xn) = 1 and limn→∞ f(yn) =
0. This implies that the Dirichlet function diverges everywhere.

Exercise 2.8. Prove that limx→∞ f(x) = +∞ if and only if limn→∞ f(xn) = +∞ for any
sequence xn satisfying limn→∞ xn =∞.

Exercise 2.9. Prove that limx→a f(x) converges if and only if limn→∞ f(xn) converges for
any sequence xn satisfying xn 6= a and limn→∞ xn = a.

Exercise 2.10. Prove that limx→a+ f(x) = l if and only if limn→∞ f(xn) = l for any
strictly decreasing sequence xn converging to a. Moreover, state the similar criterion
for limx→+∞ f(x) = l.

Monotone function

A function is increasing if

x > y =⇒ f(x) ≥ f(y).

It is strictly increasing if

x > y =⇒ f(x) > f(y).

The concepts of decreasing and strictly decreasing functions can be similarly defined.
A function is monotone if it is either increasing or decreasing.

8Johann Peter Gustav Lejeune Dirichlet, born 1805 in Düren (French Empire, now Germany),
died in Göttingen (Germany). He proved the famous Fermat’s Last Theorem for the case n = 5
in 1825. He made fundamental contributions to the analytic number theory, partial differential
equation, and Fourier series. He introduced his famous function in 1829.
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Proposition 1.4.4 can be extended to the one sided limit and the limit at signed
infinities of monotone functions. The following is stated for the right limit, and can
be proved in similar way. See Exercises 2.11 and 2.12.

Proposition 2.1.8. Suppose f(x) is a monotone bounded function defined for x > a
and x near a. Then limx→a+ f(x) converges.

Exercise 2.11. Suppose f(x) is increasing on (a, b].

1. If f(x) is bounded, prove that limx→a+ f(x) converges to inf(a,b] f(x).

2. If f(x) is unbounded, prove that limx→a+ f(x) = −∞.

Exercise 2.12. State the similar version of Exercise 2.11 for limx→+∞ f(x).

Cauchy Criterion

Theorem 2.1.9 (Cauchy Criterion). The limit limx→a f(x) converges if and only if
for any ε > 0, there is δ > 0, such that

0 < |x− a| < δ, 0 < |y − a| < δ =⇒ |f(x)− f(y)| < ε. (2.1.6)

Proof. Suppose limx→a f(x) = l. For any ε > 0, there is δ, such that 0 < |x−a| < δ

implies |f(x)− l| < ε

2
. Then 0 < |x− a| < δ and 0 < |y − a| < δ imply

|f(x)− f(y)| = |(f(x)− l)− (f(y)− l)| ≤ |f(x)− l|+ |f(y)− l| < ε

2
+
ε

2
= ε.

Conversely, assume f(x) satisfies the Cauchy criterion. We first prove that
f(x) converges on any sequence satisfying xn 6= a and limn→∞ xn = a. Then we
prove that the convergence of “subsequence” f(xn) forces the convergence of the
whole “sequence” f(x), just like the third step in the proof of Theorem 1.5.2.

By Theorem 1.5.2, to show the convergence of f(xn), we only need to show
that it is a Cauchy sequence. For any ε > 0, we find δ > 0 such that (2.1.6) holds.
Then for this δ > 0, there is N , such that

n > N =⇒ 0 < |xn − a| < δ,

where 0 < |xn−a| follows from the assumption |xn−a| > 0. Combined with (2.1.6),
we get

m,n > N =⇒ 0 < |xm − a| < δ, 0 < |xn − a| < δ

=⇒ |f(xm)− f(xn)| < ε.

This proves that f(xn) is a Cauchy sequence and therefore converges to a limit l.
Next we prove that l is also the limit of the function at a. For any ε > 0, we

find δ > 0 such that (2.1.6) holds. Then we find one xn satisfying 0 < |xn − a| < δ
and |f(xn) − l| < ε. Moreover, for any x satisfying 0 < |x − a| < δ, we may apply
(2.1.6) to x and xn to get |f(x)− f(xn)| < ε. Therefore

|f(x)− l| ≤ |f(xn)− l|+ |f(x)− f(xn)| < 2ε.
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This completes the proof that limx→a f(x) = l.

We note that the strategy for extending the Cauchy criterion to function limit
is to first restrict to a Cauchy (and therefore converging) subsequence, and then
show that the Cauchy criterion extends the convergence of the subsequence to the
convergence of the whole “sequence”. The strategy works in very general settings
and gives the Cauchy criterion in very general setting. See Exercises 2.101 and
2.102.

Exercise 2.13. State and prove the Cauchy criterion for the convergence of limx→a+ f(x)
and limx→+∞ f(x).

Exercise 2.14. Suppose for any ε > 0, there is δ > 0, such that

a− δ < x < a < y < a+ δ =⇒ |f(x)− f(y)| < ε.

Prove that limx→a f(x) converges.

2.2 Basic Limit
This section is devoted to rigorously deriving the important and basic function
limits.

Polynomial and Rational Function

It is easy to see that limx→a c = c for a constant c and limx→a x = a. Then by
repeatedly applying the arithmetic rule, we get the limit of a polynomial

lim
x→a

(cnx
n + cn−1x

n−1 + · · ·+ c1x+ c0) = cna
n + cn−1a

n−1 + · · ·+ c1a+ c0.

Note that the limit is simply the value of the polynomial at a. More generally, a
rational function

r(x) =
cnx

n + cn−1x
n−1 + · · ·+ c1x+ c0

dmxm + dm−1xm−1 + · · ·+ d1x+ d0

is a quotient of two polynomials. By the limit of polynomial and the arithmetic
rule, we get

lim
x→a

r(x) =
cna

n + cn−1a
n−1 + · · ·+ c1a+ c0

dmam + dm−1am−1 + · · ·+ d1a+ d0
= r(a),

as long as the denominator is nonzero.

We also have limx→∞ c = c and limx→∞
1

x
= 0. Then by the arithmetic rule,
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we get

lim
x→∞

2x5 + 10

−3x+ 1
= lim
x→∞

x4
2 + 10

1

x

−3 +
1

x

= (+∞)
2 + 10 · 0
−3 + 0

= −∞,

lim
x→∞

x3 − 2x2 + 1

−x3 + 1
= lim
x→∞

1− 2
1

x
+

1

x3

−1 +
1

x3

=
2− 2 · 0 + 03

−1 + 0
= −2.

In general, we have the limit

lim
x→∞

cnx
n + cn−1x

n−1 + · · ·+ c1x+ c0
dmxm + dm−1xm−1 + · · ·+ d1x+ d0

=


0, if m > n, dm 6= 0,
cn
dm

, if m = n, dm 6= 0,

∞, if m < n, cn 6= 0.

It is also possible to find more refined information on whether the limit is +∞ or
−∞. The detail is left to the reader.

Power Function

The power function xp is defined for x > 0 and any p in general. The function can
be extended to other cases. For example, the function is defined for all x 6= 0 if p is
an integer. The function is also defined at 0 if p ≥ 0.

If the exponent p is an integer, then the power function is a special case of
the rational function, for which we already know the limit. In particular, we have
limx→a x

p = ap in case p is an integer.

1 2 3 4

x1/3

x1/2

x2/3

x

x3/2x2x3

x−3

x−2

x−3/2

x−1

x−2/3

x−1/2

x−1/3

Figure 2.2.1. Power function.

Now for any p, fix a natural number P > |p|. Then for x > 1, we have
x−P < xp < xP . By limx→1 x

−P = 1−P = 1, limx→1 x
P = 1P = 1, and the
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sandwich rule, we get limx→1+ xp = 1. Note that the limit is taken from the right
because the sandwich inequality holds for x > 1 only. Similarly, by the inequality
x−P > xp > xP for 0 < x < 1 and the sandwich rule, we get limx→1− x

p = 1.
Combining the limits on two sides, we get limx→1 x

p = 1.
For the limit of the power function at any a > 0, we move the location of the

limit from a to 1
lim
x→a

xp = lim
x→1

(ax)p = ap lim
x→1

xp = ap. (2.2.1)

In the first equality, the composition rule is used for

x 7→ y = ax 7→ z = yp = (ax)p.

We have limx→1 ax = a and x 6= 1 ⇐⇒ y 6= a, so that the first additional
condition is satisfied. In the second equality, we used the compatibility property
(ay)p = apyp between the multiplication and the exponential, and the arithmetic
rule for the limit.

The limit (2.2.1) shows that, like rational functions, the limit of a power
function is the value of the function.

Now we discuss the limits at 0+ and +∞. If p > 0, then for any ε > 0, we
have

0 < x < δ = ε
1
p =⇒ 0 < xp < δp = ε.

This shows that limx→0+ xp = 0, which can be considered as an extension of Ex-
ample 1.1.1. The case p < 0 can then be obtained by the arithmetic rule

lim
x→0+

xp = lim
x→0+

1

x−p
=

1

limx→0+ x−p
=

1

0+
= +∞ for p < 0.

Combining with x0 = 1 for all x, we get

lim
x→0+

xp =


0, if p > 0,

1, if p = 0,

+∞, if p < 0.

By substituting the variable x with
1

x
, we get

lim
x→+∞

xp =


0, if p < 0,

1, if p = 0,

+∞, if p > 0.

Note that a substitution of variable is exactly the composition. Therefore
computing the limit by substitution makes use of the composition rule. For example,
the substituting above means introducing the composition

x 7→ y =
1

x
7→ z = y−p =

1

x−p
= xp.

We already know the limit limy→0+ y−p of the second function. For the first func-
tion, we know x→ +∞ =⇒ y → 0, y > 0. A modified version of the composition
rule can then be applied.
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Exercise 2.15. Prove that if limn→∞ xn = l > 0, then limn→∞ x
p
n = lp. What if l = 0+?

What if l = +∞?

Exercise 2.16. Prove that if limx→a f(x) = l > 0, then limx→a f(x)p = lp. What if l = 0+?
What if l = +∞?

Exponential Function

The exponential function cx is defined for c > 0 and all x.

1x

−4 −3 −2 −1 1 2 3 4

4x ex 2x 1.5x4−xe−x2−x1.5−x

Figure 2.2.2. Exponential function.

Example 1.2.3 tells us limn→∞ c
1
n = 1. This suggests that limx→0+ cx = 1.

For the case c ≥ 1, we prove this by comparing with the known sequence limit.

For 0 < x < 1, we have x <
1

n
for some natural number n. If c ≥ 1, then

1 ≤ cx ≤ c 1
n .

Since c
1
n converges to 1, it appears that we can conclude the limit of cx by the

sandwich rule. However, we cannot directly cite our existing sandwich rules because
they do not compare sequences with functions. Instead, we need to repeat the proof
of the sandwich rule.

By limn→∞ c
1
n = 1, for any ε > 0, there is N , such that n > N implies

|c 1
n − 1| < ε. Then

0 < x < δ =
1

N + 1
=⇒ 0 < x <

1

n
for some natural number n > N

=⇒ 1 ≤ cx ≤ c 1
n (because c ≥ 1)

=⇒ |cx − 1| ≤ |c 1
n − 1| < ε.

This completes the proof of limx→0+ cx = 1 in case c ≥ 1.
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For the case 0 < c ≤ 1, we have
1

c
≥ 1, and the arithmetic rule gives us

lim
x→0+

cx =
1

limx→0+

(
1

c

)x = 1.

Further by substituting x with −x (so the composition rule is used), we have

lim
x→0−

cx = lim
x→0+

c−x =
1

limx→0+ cx
= 1.

This completes the proof that limx→0 c
x = 1 for all c > 0.

What about the limit at any a? Like (2.2.1), we may move the location of the
limit from a to 0, where we already know the limit

lim
x→a

cx = lim
x→0

ca+x = ca lim
x→0

cx = ca.

Again, the limit of the exponential function is the same as the value of the function.
For the limits at ±∞, Example 1.1.3 says limn→∞ cn = 0 for |c| < 1, which

suggests limx→+∞ cx = 0 for 0 < c < 1. Again this can be established by the spirit
of the sandwich rule. For any ε > 0, by limn→∞ cn = 0, there is N , such that n > N
implies |cn| < ε. Then

x > N + 1 =⇒ x > n for some natural number n > N

=⇒ 0 < cx < cn

=⇒ |cx| < |cn| < ε.

By further applying the arithmetic rule and substitution of variable (composition
rule used), we get

lim
x→+∞

cx =


0, if 0 < c < 1,

1, if c = 1,

+∞, if c > 1,

(2.2.2)

and

lim
x→−∞

cx =


0, if c > 1,

1, if c = 1,

+∞, if 0 < c < 1.

(2.2.3)

The details are left to readers.

Exercise 2.17. Use the limit (1.1.5) to prove

lim
x→+∞

xpcx = 0 for 0 < c < 1.

Then discuss all cases for limx→+∞ x
pcx.
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Exercise 2.18. Use Example 1.1.2 to prove

lim
x→0+

xx = 1,

Then prove that limx→0+ |p(x)|x = 1 for any nonzero polynomial p(x).

Exercise 2.19. For any c > 0, we have x < c <
1

x
for sufficiently small x > 0. Use this to

derive limx→0 c
x = 1 from Exercise 2.18.

Exercise 2.20. Prove that if limn→∞ xn = l and c > 0, then limn→∞ c
xn = cl. What if

l = +∞? What if l = −∞?

Exercise 2.21. Prove that if limx→a f(x) = l and c > 0, then limx→a c
f(x) = cl.

Exercise 2.22. Prove that if 0 < A ≤ f(x) ≤ B and limx→a g(x) = 0, then limx→a f(x)g(x) =
1.

Exercise 2.23. Prove the exponential rule: If limx→a f(x) = l > 0 and limx→a g(x) = k,
then limx→a f(x)g(x) = lk.

Exercise 2.24. State and prove the exponential rule for sequences.

Natural Constant e

Another basic limit is the extension of the natural constant in Example 1.4.4

lim
x→∞

(
1 +

1

x

)x
= e. (2.2.4)

Logically, we must derive the limit from the definition (1.4.1), which is the only
thing we currently know about e.

For x > 1, we have n ≤ x ≤ n+ 1 for some natural number n. This implies(
1 +

1

n+ 1

)n
≤
(

1 +
1

x

)x
≤
(

1 +
1

n

)n+1

. (2.2.5)

From the definition of e, we know

lim
n→∞

(
1 +

1

n

)n+1

= lim
n→∞

(
1 +

1

n

)n
lim
n→∞

(
1 +

1

n

)
= e,

lim
n→∞

(
1 +

1

n+ 1

)n
=

limn→∞

(
1 +

1

n+ 1

)n+1

limn→∞

(
1 +

1

n+ 1

) = e.

Therefore for any ε > 0, there is N > 0, such that

n > N =⇒

∣∣∣∣∣
(

1 +
1

n

)n+1

− e

∣∣∣∣∣ < ε,

∣∣∣∣(1 +
1

n+ 1

)n
− e
∣∣∣∣ < ε, (2.2.6)
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Then for x > N + 1, we have n ≤ x ≤ n + 1 for some natural number n > N . By
the inequalities (2.2.5) and (2.2.6), this further implies

−ε <
(

1 +
1

n+ 1

)n
− e ≤

(
1 +

1

x

)x
− e ≤

(
1 +

1

n

)n+1

− e < ε.

This proves limx→+∞

(
1 +

1

x

)x
= e. By substituting x with −x, we further get

lim
x→−∞

(
1 +

1

x

)x
= lim
x→+∞

(
1− 1

x

)−x
= lim
x→+∞

(
1 +

1

x− 1

)x−1(
1 +

1

x− 1

)
= e.

This completes the proof of (2.2.4). Note that substituting x with
1

x
gives us

lim
x→0

(1 + x)
1
x = e. (2.2.7)

Trigonometric Function

The sine and tangent functions are defined in Figure 2.2.3, at least for 0 ≤ x ≤ π

2
.

We have

Area(triangle OBP ) < Area(fan OBP ) < Area(triangle OBQ).

This means
1

2
sinx <

1

2
x <

1

2
tanx for 0 < x <

π

2
.

This gives us

0 < sinx < x for 0 < x <
π

2
, (2.2.8)

and

cosx <
sinx

x
< 1 for 0 < x <

π

2
. (2.2.9)

Applying the sandwich rule to (2.2.8), we get limx→0+ sinx = 0. By substi-
tuting x with −x, we get limx→0− sinx = lim−x→0− sin(−x) = − limx→0+ sinx = 0.
This proves

lim
x→0

sinx = 0.

By the arithmetic rule and substituting x with
x

2
, we get

lim
x→0

cosx = lim
x→0

(
1− 2 sin2 x

2

)
= 1− 2

(
lim
x→0

sin
x

2

)2

= 1.
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1

x

O A

sinx

P

B

tanx

Q

Figure 2.2.3. trigonometric function

Then by trigonometric identities, we have

lim
x→a

sinx = lim
x→0

sin(a+ x) = lim
x→0

(sin a cosx+ cos a sinx)

= sin a · 1 + cos a · 0 = sin a,

lim
x→a

cosx = lim
x→0

cos(a+ x) = lim
x→0

(cos a cosx+ sin a sinx)

= cos a · 1 + sin a · 0 = cos a,

lim
x→a

tanx =
limx→a sinx

limx→a cosx
=

sin a

cos a
= tan a.

The limits of trigonometric functions are always the values of the functions.
Applying limx→0 cosx = 1 and the sandwich rule to (2.2.9), we get

lim
x→0

sinx

x
= 1. (2.2.10)

This further implies

lim
x→0

tanx

x
=

limx→0
sinx

x
limx→0 cosx

= 1, (2.2.11)

lim
x→0

1− cosx

x2
= lim
x→0

2 sin2 x

2
x2

= lim
x→0

2 sin2 x

(2x)2
=

1

2

(
lim
x→0

sinx

x

)2

=
1

2
. (2.2.12)

2.3 Continuity
Changing quantities are often described by functions. Most changes in the real
world are smooth, gradual and well behaved. For example, people do not often
press the brake when driving a car, and the climate does not suddenly change from
summer to winter. The functions describing such well behaved changes are at least
continuous.
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A function is continuous if its graph “does not break”. The graph of a function
f(x) may break at a for various reasons. But the breaks are always one of the two
types: Either limx→a f(x) diverges or the limit converges but the limit value is not
f(a).

In Figure 2.3.1, the function is continuous at a2, a5 and is not continuous
at the other five points. Specifically, limx→a1 f(x) and limx→a7 f(x) diverge be-
cause the left and right limits are not equal, limx→a3 f(x) converges but not to
f(a1), limx→a4 f(x) diverges because the function is not bounded near a4, and
limx→a6 f(x) diverges because the left limit diverges.

a1 a2 a3 a4 a5 a6 a7

Figure 2.3.1. Continuity and discontinuity.

Definition 2.3.1. A function f(x) defined near and include a is continuous at a if
limx→a f(x) = f(a).

Using the ε-δ language, the continuity of f(x) at a means that for any ε > 0,
there is δ > 0, such that

|x− a| < δ =⇒ |f(x)− f(a)| < ε. (2.3.1)

A function is right continuous at a if limx→a+ f(x) = f(a), and is left con-
tinuous if limx→a− f(x) = f(a). For example, the function in Figure 2.3.1 is left
continuous at a1 and right continuous at a6, although it is not continuous at the
two points. A function is continuous at a if and only if it is both left and right
continuous at a.

A function defined on an open interval (a, b) is continuous if it is continuous
at every point on the interval. A function defined on a closed interval [a, b] is
continuous if it is continuous at every point on (a, b), is right continuous at a, and
is left continuous at b. Continuity for functions on other kinds of intervals can be
similarly defined.

Most basic functions are continuous. Section 2.2 shows that polynomials,
rational functions, trigonometric functions, power functions, and exponential func-
tions are continuous (at the places where the functions are defined). Then the
arithmetic rule and the composition rule further imply the following.
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Proposition 2.3.2. The arithmetic combinations and the compositions of continuous
functions are still continuous.

So functions such as sin2 x + tanx2,
x√
x+ 1

, 2x cos
tanx

x2 + 1
are continuous.

Examples of discontinuity can only be found among more exotic functions.
Proposition 2.1.7 implies the following criterion for the continuity in terms of

sequences.

Proposition 2.3.3. A function f(x) is continuous at a if and only if limn→∞ f(xn) =
f(a) for any sequence xn converging to a.

The conclusion of the proposition can be written as

lim
n→∞

f(xn) = f
(

lim
n→∞

xn

)
. (2.3.2)

On the other hand, the condition g(b) = c in the composition rule in Proposition
2.1.6 simply means that g(y) is continuous at b. If we exchange the notations f and
g, then the composition rule says that the continuity of f implies

lim
y→b

f(g(y)) = c = f(b) = f

(
lim
y→b

g(y)

)
. (2.3.3)

Therefore the function and the limit can be interchanged if the function is contin-
uous.

Example 2.3.1. The sign function

sign(x) =


1, if x > 0,

0, if x = 0,

−1, if x < 0,

is continuous everywhere except at 0. The Dirichlet function in Example 2.1.2 is not
continuous everywhere. Multiplying x to the Dirichlet function produces a function

xD(x) =

{
x, if x is rational,

0, if x is irrational,

that is continuous only at 0.

Example 2.3.2 (Thomae9). For a rational number x =
p

q
, where p is an integer, q is a

natural number, and p, q are coprime, define R(x) =
1

q
. For an irrational number x,

define R(x) = 0. Finally define R(0) = 1. We will show that R(x) is continuous at
precisely all the irrational numbers.

9Karl Johannes Thomae, born 1840 in Laucha (Germany), died 1921 in Jena (Germany).
Thomae made important contributions to the function theory. In 1870 he showed the conti-
nuity in each variable does not imply the joint continuity. He constructed the example here in
1875.
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sign(x)

irrational

rational

D(x)

irrational

ra
ti
on

al

xD(x)

Figure 2.3.2. Discontinuous functions.

1

1/2

1/3
1/4

1/51/6

y

x
0 irrational 1

Figure 2.3.3. Thomae’s function.

Let a be a rational number. Then R(a) 6= 0. On the other hand, we can find
irrational numbers xn converging to a. Then limn→∞R(xn) = 0 6= R(a). By Proposition
2.3.3, the function is not continuous at a.

Let a be an irrational number. By the way R(x) is defined, for any natural numberN ,

the numbers x satisfying R(x) ≥ 1

N
are those rational numbers

p

q
with q ≤ N . Therefore

on any bounded interval, we have R(x) <
1

N
for all except finitely many rational numbers.

Let x1, x2, . . . , xk be all such numbers on the interval (a− 1, a+ 1). Then xi 6= a because
these numbers are rational and a is irrational. This implies that the smallest distance

δ = min{|x1 − a|, |x2 − a|, . . . , |xk − a|, 1}

between a and these rational numbers is positive. If |x − a| < δ, then x ∈ (a − 1, a + 1),

and x is not equal to any xi, which means that |R(x) − R(a)| = R(x) <
1

N
. This proves

that f(x) is continuous at a.
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Exercise 2.25. Construct functions on (0, 2) satisfying the requirements.

1. f(x) is not continuous at
1

2
, 1 and

3

2
and is continuous everywhere else.

2. f(x) is continuous at
1

2
, 1 and

3

2
and is not continuous everywhere else.

3. f(x) is continuous everywhere except at
1

n
for all natural numbers n.

4. f(x) is not left continuous at
1

2
, not right continuous at 1, neither side continuous

at
3

2
, and continuous everywhere else (including the right of

1

2
and the left of 1).

Exercise 2.26. Prove that a function f(x) is continuous at a if any only if there is l, such
that for any ε > 0, there is δ > 0, such that

|x− a| < δ =⇒ |f(x)− l| < ε.

By (2.3.1), all you need to do here is to show l = f(a).

Exercise 2.27. Prove that a function f(x) is continuous at a if any only if for any ε > 0,
there is an interval (b, c) containing a, such that

x ∈ (b, c) =⇒ |f(x)− f(a)| < ε.

Exercise 2.28 (Cauchy Criterion). Prove that a function f(x) is continuous at a if any only
if for any ε > 0, there is δ > 0, such that

|x− a| < δ, |y − a| < δ =⇒ |f(x)− f(y)| < ε.

Exercise 2.29. Prove that if a function is continuous on (a, b] and [b, c), then it is continuous
on (a, c). What about other types of intervals?

Exercise 2.30. Suppose f(x) and g(x) are continuous. Prove that max{f(x), g(x)} and
min{f(x), g(x)} are also continuous.

Exercise 2.31. Suppose f(x) is continuous on [a, b] and f(r) = 0 for all rational numbers
r ∈ [a, b]. Prove that f(x) = 0 on the whole interval.

Exercise 2.32. Suppose for any ε > 0, only finitely many x satisfies |f(x)| ≥ ε. Prove that
limx→a f(x) = 0 at any a. In particular, f(x) is continuous at a if and only if f(a) = 0.

Exercise 2.33. Prove that a continuous function f(x) on (a, b) is the restriction of a con-
tinuous function on [a, b] if and only if limx→a+ f(x) and limx→b− f(x) converge.

Exercise 2.34. Suppose f(x) and g(x) are continuous functions on (a, b). Find the places
where the following function is continuous

h(x) =

{
f(x), if x is rational,

g(x), if x is irrational.
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Exercise 2.35. Suppose f(x) has left limit at every point. Prove that g(x) = f(x−) is left
continuous, and f(x−) = g(x−). Similarly, if f(x) has right limit at every point, then
h(x) = f(x+) is right continuous, and f(x+) = h(x+).

Exercise 2.36. Suppose f(x) has left limit and right limit at every point. Let g(x) = f(x−)
and h(x) = f(x+). Prove that f(x+) = g(x+) and f(x−) = h(x−).

Exercise 2.37. Suppose f(x) is an increasing function on [a, b]. Prove that if any number
in [f(a), f(b)] can be the value of f(x), then the function is continuous.

Exercise 2.38. Suppose f(x) is an increasing function on [a, b]. By Proposition 2.1.8, the
limits f(c+) = limx→c+ f(x) and f(c−) = limx→c− f(x) exist at any c ∈ (a, b).

1. Prove that for any ε > 0, there are finitely many c satisfying f(c+)− f(c−) > ε.

2. Prove that f(x) is not continuous only at countably many points.

2.4 Compactness Property
The results in this section are stated for closed and bounded intervals. However,
the proofs only make use of the following property: Any sequence in X has a
convergent subsequence, and the limit still lies in X. A set with such a property is
called compact, so that all the results of this section are still valid on compact sets.

Uniform Continuity

Theorem 2.4.1. Suppose f(x) is a continuous function on a bounded closed interval
[a, b]. Then for any ε > 0, there is δ > 0, such that for x, y ∈ [a, b],

|x− y| < δ =⇒ |f(x)− f(y)| < ε. (2.4.1)

In the ε-δ formulation (2.3.1) of the continuity, only one variable x is allowed
to change. This means that, in addition to being dependent on ε, the choice of δ
may also be dependent on the location a of the continuity. The property (2.4.1)
says that the choice of δ can be the same for all the points on the interval, so
that it depends on ε only. Therefore the property (which may be defined on any
set, not just closed and bounded intervals) is called the uniform continuity, and
the theorem basically says a continuous function on a bounded closed interval is
uniformly continuous.

Proof. Suppose f(x) is not uniformly continuous. Then there is ε > 0, such that
for any natural number n, there are xn, yn ∈ [a, b], such that

|xn − yn| <
1

n
, |f(xn)− f(yn)| ≥ ε. (2.4.2)

Since the sequence xn is bounded by a and b, by Bolzano-Weierstrass Theorem
(Theorem 1.5.1), there is a subsequence xnk converging to c. Then by the first
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inequality in (2.4.2), we have

|ynk − c| ≤ |xnk − c|+ |xnk − ynk | < |xnk − c|+
1

n
.

This and limk→∞ xnk = c imply limk→∞ ynk = c.
By a ≤ xn ≤ b and the order rule (Proposition 1.2.4), we have a ≤ c ≤ b.

Therefore f(x) is continuous at c. By Proposition 2.3.3, we have

lim
k→∞

f(xnk) = lim
k→∞

f(ynk) = f(c).

Then by the second inequality in (2.4.2), we have

ε ≤
∣∣∣∣ lim
k→∞

f(xnk)− lim
k→∞

f(ynk)

∣∣∣∣ = |f(c)− f(c)| = 0.

The contradiction shows that it was wrong to assume that the function is not
uniformly continuous.

Example 2.4.1. Consider the function x2 on [0, 2]. For any ε > 0, take δ =
ε

4
. Then for

x, y ∈ [0, 2], we have

|x− y| < δ =⇒ |x2 − y2| = |x− y||x+ y| ≤ 4|x− y| < ε.

Thus x2 is uniformly continuous on [0, 2].

Now consider the same function on [0,∞). For any δ > 0, take x =
1

δ
, y =

1

δ
+
δ

2
.

Then |x− y| < δ, but |x2 − y2| = xδ+
δ2

4
> xδ = 1. Thus (2.4.1) fails for ε = 1, and x2 is

not uniformly continuous on [0,∞).

Example 2.4.2. Consider the function
√
x on [1,∞). For any ε > 0, take δ = ε. Then for

x, y ≥ 1, we have

|x− y| < δ =⇒ |
√
x−√y| = |x− y|

|
√
x+
√
y|
≤ |x− y|

2
< ε.

Thus
√
x is uniformly continuous on [1,∞).

By Theorem 2.4.1, we also know
√
x is uniformly continuous on [0, 1]. Then by

Exercise 2.40,
√
x is uniformly continuous on [0,∞).

Example 2.4.3. Consider the function
1

x
on (0, 1]. For any 1 > δ > 0, take x = δ and

y =
δ

2
. Then |x− y| = δ

2
< δ, but

∣∣∣∣ 1x − 1

y

∣∣∣∣ =
1

δ
> 1. Therefore (2.4.1) fails for ε = 1. The

function is not uniformly continuous on (0, 1].

One may suspect that
1

x
is not uniformly continuous on (0, 1] because the function

is not bounded. Here is a bounded example. Consider sin
1

x
on (0, 1]. For any δ > 0. we

can find 0 < x, y < δ, such that
1

x
= 2mπ+

π

2
and

1

y
= 2nπ− π

2
for some natural numbers
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m,n. Then |x − y| < δ and sin
1

x
− sin

1

y
= 2. Therefore (2.4.1) fails for ε = 2 and the

function is not uniformly continuous.

Exercise 2.39. Determine uniform continuity.

1. x2 on (0, 3).

2.
1

x
on [1, 3].

3.
1

x
on (0, 3].

4. 3
√
x on (−∞,+∞).

5. x
3
2 on [1,+∞).

6. sinx on (−∞,+∞).

7. sin
1

x
on (0, 1].

8. x sin
1

x
on (0, 1].

9. xx on (0, 1].

10.

(
1 +

1

x

)x
on (0,+∞).

Exercise 2.40. Prove that if a function is uniformly continuous on (a, b] and [b, c), then it
is uniformly continuous on (a, c). What about other types of intervals?

Exercise 2.41. Let f(x) be a continuous function on (a, b).

1. Prove that if limx→a+ f(x) and limx→b− f(x) converge, then f(x) is uniformly con-
tinuous.

2. Prove that if (a, b) is bounded and f(x) is uniformly continuous, then limx→a+ f(x)
and limx→b− f(x) converge.

3. Use
√
x to show that the bounded condition in the second part is necessary.

4. Use the second part to show that sin
1

x
is not uniformly continuous on (0, 1).

Exercise 2.42. A function f(x) is called Lipschitz10 if there is a constant L such that
|f(x) − f(y)| ≤ L|x − y| for any x and y. Prove that Lipschitz functions are uniformly
continuous.

Exercise 2.43. A function f(x) on the whole real line is called periodic if there is a constant
p such that f(x+ p) = f(x) for any x. The number p is the period of the function. Prove
that continuous periodic functions are uniformly continuous.

Exercise 2.44. Is the sum of uniformly continuous functions uniformly continuous? What
about the product, the maximum and the composition of uniformly continuous functions?

Exercise 2.45. Suppose f(x) is a continuous function on [a, b]. Prove that

g(x) = sup{f(t) : a ≤ t ≤ x}

is continuous. Is g(x) uniformly continuous?

10Rudolf Otto Sigismund Lipschitz, born 1832 in Königsberg (Germany, now Kaliningrad, Rus-
sia), died 1903 in Bonn (Germany). He made important contributions in number theory, Fourier
series, differential equations, and mechanics.
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Exercise 2.46 (Dirichlet). For any continuous function f(x) on a bounded closed interval
[a, b] and ε > 0, inductively define

c0 = a, cn = sup{c : |f(x)− f(cn−1)| < ε on [cn−1, c]}.

Prove that the process must stop after finitely many steps, which means that there is n,
such that |f(x)− f(cn−1)| < ε on [cn, b]. Then use this to give another proof of Theorem
2.4.1.

Maximum and Minimum

Theorem 2.4.2. A continuous function on a bounded closed interval must be bounded
and reaches its maximum and minimum.

The theorem says that there are x0, x1 ∈ [a, b], such that f(x0) ≤ f(x) ≤ f(x1)
for any x ∈ [a, b]. The function reaches its minimum at x0 and its maximum at x1.

We also note that, although the theorem tells us the existence of the maximum
and minimum, its does not tell us how to find them. The maximum and minimum
(called extrema) can be found by the derivative.

y

x
a bx1x0

min

max

Figure 2.4.1. Maximum and minimum.

Proof. If f(x) is not bounded on [a, b], then there is a sequence xn ∈ [a, b], such
that limn→∞ f(xn) = ∞. By Bolzano-Weierstrass Theorem, there is a convergent
subsequence xnk . By a ≤ xn ≤ b and the order rule, the limit c = limn→∞ xnk ∈
[a, b]. Therefore f(x) is continuous at c, and limk→∞ f(xnk) = f(c) converges. This
contradicts with limn→∞ f(xn) =∞.

Now the function is bounded. We can introduce β = sup{f(x) : x ∈ [a, b]}.
Showing f(x) reaches its maximum is the same as proving that β is a value of f(x).
By the characterization of supremum, for any natural number n, there is xn ∈ [a, b],

such that β − 1

n
< f(xn) ≤ β. By the sandwich rule, we get

lim
n→∞

f(xn) = β. (2.4.3)
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On the other hand, since the sequence xn is bounded by a and b, by Bolzano-
Weierstrass Theorem, there is a convergent subsequence xnk with c = limk→∞ xnk ∈
[a, b]. Then we have

lim
k→∞

f(xnk) = f(c). (2.4.4)

Combining the limits (2.4.3), (2.4.4) and using Proposition 2.3.3, we get f(c) = β.
The proof for the function to reach its minimum is similar.

Exercise 2.47. Construct functions satisfying the requirements.

1. f(x) is continuous and not bounded on (0, 1).

2. f(x) is continuous and bounded on (0, 1) but does not reach its maximum.

3. f(x) is continuous and bounded on (0, 1). Moreover, f(x) also reaches its maximum
and minimum.

4. f(x) is not continuous and not bounded on [0, 1].

5. f(x) is not continuous on [0, 1] but reaches its maximum and minimum.

6. f(x) is continuous and bounded on (−∞,∞) but does not reach its maximum.

7. f(x) is continuous and bounded on (−∞,∞). Moreover, f(x) also reaches its max-
imum and minimum.

What do your examples say about Theorem 2.4.2?

Exercise 2.48. Suppose f(x) is a continuous function on (a, b). Prove that if limx→a+ f(x) =
limx→b− f(x) = −∞, then the function reaches its maximum on the interval.

Exercise 2.49. Suppose f(x) is continuous on a bounded closed interval [a, b]. Suppose for

any x ∈ [a, b], there is y ∈ [a, b], such that |f(y)| ≤ 1

2
|f(x)|. Prove that f(c) = 0 for some

c ∈ [a, b]. Does the conclusion still hold if the closed interval is changed to an open one?

Exercise 2.50. Suppose f(x) is a uniformly continuous function on a bounded interval I.
Prove that there is δ > 0, such that f(x) is bounded on any interval inside I of length δ.
Then prove that f(x) is bounded on I.

Exercise 2.51. Suppose f(x) is a uniformly continuous function on R. Prove that for any
a, f(x+ a)− f(x) is bounded.

2.5 Connectedness Property
The results of this section are generally valid for all (not just closed and bounded)
intervals. The key reason behind the results is that, inside an interval, one can
always “continuously move” from one point to another point. A set with such a
property is called connected.

Intermediate Value Theorem

Theorem 2.5.1 (Intermediate Value Theorem). Suppose f(x) is a continuous func-
tion on a bounded closed interval [a, b]. If y is a number between f(a) and f(b),
then y = f(c) for some c ∈ [a, b].
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Proof. Without loss of generality, assume f(a) ≤ y ≤ f(b). Let

X = {x ∈ [a, b] : f(x) ≤ y}.

The set is not empty because a ∈ X. The set is also bounded by a and b. Therefore
we have c = supX ∈ [a, b]. We expect f(c) = y.

If f(c) > y, then by the continuity, limx→c f(x) = f(c) > y. By the order rule
in Proposition 2.1.6, there is δ > 0, such that f(x) > y for any x ∈ (c − δ, c] (the
right side of c may not be allowed in case c = b). On the other hand, by c = supX,
there is x′ ∈ (c− δ, c] satisfying f(x′) ≤ y. We get a contradiction at x′.

If f(c) < y, then by f(b) ≥ y, we have c < b. Again by the continuity of f(x)
at c and the order rule, there is δ > 0, such that |x − c| < δ implies f(x) < y. In
particular, any x′ ∈ (c, c + δ) will satisfy x′ > c and f(x′) < y. This contradicts
with the assumption that c is an upper bound of X.

Thus we conclude that f(c) = y, and the proof is complete.

For general intervals, we have the following version of the Intermediate Value
Theorem.

Theorem 2.5.2. Suppose f(x) is a continuous function on an interval I. Then the
values f(I) = {f(x) : x ∈ I} of the function on I is an interval of left end infI f
and right end supI f .

In case I = [a, b] is a bounded and closed interval, by Theorem 2.4.2, the
function reaches its minimum α = inf [a,b] f and maximum β = sup[a,b] f . We
conclude that f([a, b]) = [α, β]. In general, whether the interval f(I) includes the
left end α or the right end β depends on whether the minimum or the maximum is
reached.

Proof. We always have f(I) ⊂ [α, β] for α = infI f and maximum β = supI f . We
only need to show that any number y ∈ (α, β) is the value of f . The assumption
infI f = α < y < β = supI f implies that f(a) < y < f(b) for some a, b ∈ I.
Applying Theorem 2.5.1 to the continuous function f on the interval [a, b] ⊂ I, we
get f(c) = y for some c ∈ [a, b] ⊂ I.

Example 2.5.1. For the function f(x) = x5 + 2x3− 5x2 + 1, we have f(0) = 1, f(1) = −1,
f(2) = 29. By the Intermediate Value Theorem, there are a ∈ [0, 1] and b ∈ [1, 2] such
that f(a) = f(b) = 0.

Example 2.5.2. A number a is a root of a function f(x) if f(a) = 0. For a polynomial
f(x) = anx

n + an−1x
n−1 + · · ·+ a1x+ a0 with an > 0 and n odd, we have

f(x) = xng(x), g(x) = an +
an−1

x
+ · · ·+ a1

xn−1
+
a0

xn
.

Since limx→∞ g(x) = an > 0 and n is odd, we have f(x) > 0 for sufficiently big and
positive x, and f(x) < 0 for sufficiently big and negative x. Then by the Intermediate
Value Theorem, f(a) = 0 for some a (between two sufficiently big numbers of opposite
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x0
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c x1

Figure 2.5.1. Intermediate value theorem.

signs). Similar argument also works for the case an < 0. Therefore we conclude that a
polynomial of odd degree must have a real root.

Example 2.5.3. We claim that limx→+∞ f

(
sinx

x

)
converges if and only if f(x) is contin-

uous at 0.

Let g(x) =
sinx

x
. If f(x) is continuous at 0, then by limx→+∞ g(x) = 0 and the

composition rule, we get limx→+∞ f(g(x)) = limx→0 f(x) = f(0).
Conversely, assume limx→+∞ f(g(x)) = l, we need to prove the continuity of f at 0.

The limit limx→+∞ f(g(x)) = l means that, for any ε > 0, there is N , such that

x > N =⇒ |f(g(x))− l| < ε.

By Exercise 2.26, the continuity of f at 0 means that, for any ε > 0, there is δ > 0, such
that (we substituted y for x)

|y| < δ =⇒ |f(y)− l| < ε.

The key to proving that the first implication implies the second implication is to express
very small y in the second implication as g(x) in the first implication.

Suppose for the given ε > 0, we have N such that the first implication holds. We
can easily find x1, x2 > N , such that g(x1) > 0 and g(x2) < 0. Let for any |y| <
δ = min{g(x1),−g(x2)}, we have g(x1) > y > g(x2). Applying the Intermediate Value
Theorem to the continuous function g(x) on [x1, x2], we find y = g(x) for some x ∈ [x1, x2].
Since x1, x2 > N , we have x > N . Then

|y| < δ =⇒ y = g(x), for some x > N =⇒ |f(y)− l| = |f(g(x))− l| < ε.

Exercises 2.59 and 2.60 extend the example.

Exercise 2.52. Prove that for any polynomial of odd degree, any real number is the value
of the polynomial.
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Exercise 2.53. Show that 2x = 3x has solution on (0, 1). Show that 3x = x2 has solution.

Exercise 2.54. Suppose a continuous function on an interval is never zero. Prove that it is
always positive or always negative.

Exercise 2.55. Suppose f(x) is a continuous function on (a, b). Prove that if f(x) only
takes rational numbers as values, then f(x) is a constant.

Exercise 2.56. Suppose f(x) and g(x) are continuous functions on [a, b]. Prove that if
f(a) < g(a) and f(b) > g(b), then f(c) = g(c) for some c ∈ (a, b).

Exercise 2.57. Suppose f : [0, 1] → [0, 1] is a continuous function. Prove that f(c) = c for
some c ∈ [0, 1]. We call c a fixed point of f .

Exercise 2.58. Suppose f(x) is a two-to-one function on [a, b]. In other words, for any
x ∈ [a, b], there is exactly one other y ∈ [a, b] such that x 6= y and f(x) = f(y). Prove that
f(x) is not continuous.

Exercise 2.59. Example 2.5.3 basically says that, if g(x) is a nice continuous function near
a, then the convergence of a composition f(g(x)) as x → a implies the convergence of
f(x) as x→ g(a). Prove another version of this “converse of composition rule”: If g(x) is
continuous near a, and for any δ > 0, we have g(x) > g(a) for some x ∈ (a− δ, a+ δ), then

lim
x→a

f(g(x)) = l =⇒ lim
x→g(a)+

f(x) = l.

Exercise 2.60. Let g(x) be a continuous function on (a, b) with convergent right limit
limx→a+ g(x) = α. Find suitable condition on g(x) so that the following implication
is true

lim
x→a+

f(g(x)) = l =⇒ lim
x→α−

f(x) = l.

Then show that limx→0+ f

(
sinx

x

)
= limx→1− f(x) and limx→π

2
f(sinx) = limx→1− f(x).

Exercise 2.61. Show that if the function g in Example 2.5.3 and Exercises 2.59 and 2.60 is
a constant, then the conclusion is not true. Moreover, show the continuity of g is necessary

by considering g(x) =
1

n
on

(
1

n+ 1
,

1

n

]
and constructing f(x), such that limx→0+ f(g(x))

converges but limx→0+ f(x) diverges.

Invertible Continuous Function

Functions are maps. By writing a function in the form f : [a, b] → [α, β], we mean
the function is defined on the domain [a, b] and its values lie in the range [α, β].
The function is onto (or surjective) if any y ∈ [α, β] is the value y = f(x) at some
x ∈ [a, b]. It is one-to-one (or injective) if x1 6= x2 implies f(x1) 6= f(x2). It
is invertible (or bijective) if there is another function g : [α, β] → [a, b] such that
g(f(x)) = x for any x ∈ [a, b] and f(g(y)) = y for any y ∈ [α, β]. The function g is
called the inverse of f and is denoted g = f−1. It is a basic fact that a function is
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invertible if and only if it is onto and one-to-one. Moreover, the inverse function is
unique.

The discussion above also applies to the case the domain and the range are
intervals of other kinds. For a continuous function f on an interval I, by Theorem
2.5.2, the values f(I) of the function also form an interval, and the invertibility of
f means the invertibility of the map f : I → f(I) between intervals.

Theorem 2.5.3. A continuous function on an interval is invertible if and only if it is
strictly monotone. Moreover, the inverse is also continuous and strictly monotone.

Proof. Since the map f : I → f(I) is always onto, f is invertible if and only if it is
one-to-one.

If f(x) is strictly increasing, then

x1 6= x2 ⇐⇒ x1 > x2 or x1 < x2

=⇒ f(x1) > f(x2) or f(x1) < f(x2)

⇐⇒ f(x1) 6= f(x2).

This proves that f : I → f(I) is one-to-one and is therefore invertible. By the same
reason, strictly decreasing also implies invertible.

Conversely, suppose f : I → f(I) is invertible. Pick any interval [a, b] in I and
assume f(a) ≤ f(b). We will prove that f(x) is strictly increasing on [a, b]. Assume
not. Then there are a ≤ x1 < x2 ≤ b satisfying f(x1) ≥ f(x2). We consider three
possibilities for f(x1).

1. If f(x1) ≤ f(a), then f(x2) < f(a) ≤ f(b). Applying the Intermediate Value
Theorem to the value f(a) on [x2, b], we get f(a) = f(c) for some c ∈ [x2, b].
Since c ≥ x2 > a, f has the same value at two distinct places a and c.

2. If f(a) < f(x1) ≤ f(b), then f(x2) < f(x1) ≤ f(b). Applying the Intermedi-
ate Value Theorem to the value f(x1) on [x2, b], we get f(x1) = f(c) for some
c ∈ [x2, b]. Since c ≥ x2 > x1, f has the same value at two distinct places x1

and c.

3. If f(b) < f(x1), then f(a) < f(b) < f(x1). Applying the Intermediate Value
Theorem to the value f(b) on [a, x1], we get f(b) = f(c) for some c ∈ [a, x1].
Since c ≤ x1 < b, f has the same value at two distinct places b and c.

In all cases, f(x) fails to be one-to-one. The contradiction shows that f(x) must be
strictly increasing on [a, b].

Now consider any interval [c, d] between [a, b] and I. Depending on whether
f(c) ≤ f(d) or f(c) ≥ f(d), applying the similar argument to the interval [c, d] in
I shows that f is either strictly increasing or strictly decreasing on [c, d]. Since
we already know that f is strictly increasing on [a, b] ⊂ [c, d], f must be strictly
increasing on [c, d]. Since any two points in I lies in an interval [c, d] between [a, b]
and I, we conclude that f is strictly increasing on I.
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We get strictly increasing on I under the assumption f(a) ≤ f(b). By the
same reason, we get strictly decreasing on I under the assumption f(a) ≥ f(b).
This completes the proof that the invertibility implies the strict monotonicity.

It remains to prove that if f(x) is continuous, strictly increasing and invertible,
then its inverse f−1(y) is also continuous and strictly increasing.

Let y1 = f(x1) and y2 = f(x2). Then by f(x) increasing, we have

x1 ≥ x2 =⇒ y1 ≥ y2.

The implication is the same as

y1 < y2 =⇒ x1 < x2.

By x1 = f−1(y1) and x2 = f−1(y2), this means exactly that f−1(x) is strictly
increasing. To prove the continuity of f−1(x) at γ ∈ f(I), we apply Proposition 2.1.8
to the strictly increasing function f−1 and get a convergent limit limy→γ+ f−1(y) =
c. By the continuity of f(x) at c and (2.3.3), we get

γ = lim
y→γ+

y = lim
y→γ+

f(f−1(y)) = f

(
lim
y→γ+

f−1(y)

)
= f(c).

Therefore c = f−1(γ), and limy→γ+ f−1(y) = c = f−1(γ). This means that f−1 is
right continuous at γ. By similar reason, f−1 is also left continuous.

We remark that if f(x) is strictly increasing and continuous on (a, b), and
(α, β) = f(a, b), then we actually have

lim
y→α+

f−1(y) = a, lim
y→β−

f−1(y) = b.

The claim is true even if some of a, b, α, β are infinity. Similar remark also applies
to the strictly decreasing functions and other types of intervals. See Exercise 2.62.

Exercise 2.62. Suppose f(x) is a strictly decreasing and continuous function on [a, b).
Let α = f(a) and β = limx→b− f(x). Prove that f : [a, b) → (β, α] is invertible and
limy→β+ f−1(y) = b.

Exercise 2.63. Suppose g(x) is a strictly decreasing and continuous function on [a, a + δ),
and b = g(a). Prove that limx→b− f(x) = limx→a+ f(g(x)) in the strong sense that, the
left side converges if and only if the right side converges, and the two sides are equal when
they converge.

Basic Inverse Functions

The trigonometric functions

sin :
[
−π

2
,
π

2

]
→ [−1, 1], cos : [0, π]→ [−1, 1], tan:

(
−π

2
,
π

2

)
→ (−∞,+∞)

are onto, strictly monotone and continuous. Therefore they are invertible, and the
inverse trigonometric functions arcsin, arccos, arctan are also strictly monotone
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and continuous. Although the other inverse trigonometric functions may be defined

similarly, the equality cos
(π

2
− x
)

= sinx implies that

arcsinx+ arccosx =
π

2
, (2.5.1)

and we have similar simple equations relating other inverse trigonometric functions.
Moreover, by the remark made after the proof of Theorem 2.5.3, we have

lim
x→−∞

arctanx = −π
2
, lim

x→+∞
arctanx =

π

2
.

arcsinx

−π
2

−1

−π
2

sinx1

−π
2

−1

π
2

1 π
2

tanx

−π
2

π
2 arctanx

−π
2

Figure 2.5.2. Inverse trigonometric functions.

The exponential function ax based on a constant a > 0 is continuous. The
function is strictly increasing for a > 1 and strictly decreasing for 0 < a < 1.
Moreover, the limits at the infinity are given by (2.2.2) and (2.2.3). Therefore the
map

ax : (−∞,∞)→ (0,∞), 0 < a 6= 1

is invertible. The inverse function

loga x : (0,∞)→ (−∞,∞), 0 < a 6= 1

is the logarithmic function, which is also continuous, strictly increasing for a > 1
and strictly decreasing for 0 < a < 1. Moreover, we have

lim
x→0+

loga x =

{
−∞, if a > 1,

+∞, if 0 < a < 1,
lim

x→+∞
loga x =

{
+∞, if a > 1,

−∞, if 0 < a < 1.

The following equalities for the exponential function

a0 = 1, a1 = a, axay = ax+y, (ax)y = axy,

imply the following equalities for the logarithmic function

loga 1 = 0, loga a = 1, loga(xy) = loga x+ loga y,
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1 2 3 4

log4 x

log x

log2 x

log1.5 x

log0.25 x

loge−1 x

log0.5 x

log0.66 x

Figure 2.5.3. Logarithmic functions.

loga x
y = y loga x, loga x =

log x

log a
.

The logarithmic function in the special base a = e is called the natural loga-
rithmic function and is denoted by log or ln. In particular, we have log e = 1. By
applying the continuity of log to the limit (2.2.7), we get

lim
x→0

log(1 + x)

x
= lim
x→0

log(1 + x)
1
x = log

(
lim
x→0

(1 + x)
1
x

)
= log e = 1. (2.5.2)

The continuity of ex tells us limx→0(ex − 1) = 0. Substituting x in (2.5.2) with
ex − 1, we get

lim
x→0

x

ex − 1
= lim
x→0

log(1 + (ex − 1))

ex − 1
= 1.

Taking reciprocal, we get

lim
x→0

ex − 1

x
= 1. (2.5.3)

Substituting x with x log a in (2.5.3) and using ex log a = ax, we get a more general
formula

lim
x→0

ax − 1

x
= log a. (2.5.4)

The continuity of log tells us limx→0 log(1 + x) = 0. Substituting x in (2.5.3) with
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p log(1 + x) and using ep log(1+x) = (1 + x)p, we get

lim
x→0

(1 + x)p − 1

log(1 + x)
= p.

Multiplying the limit with (2.5.2), we get

lim
x→0

(1 + x)p − 1

x
= p. (2.5.5)

Exercise 2.64. Prove limx→1− f(arcsinx) = limx→π
2
− f(x) and limx→0 f

(
sinx

arcsinx

)
=

limx→1− f(x).

Exercise 2.65. Use Exercise 1.66 and the continuity of logarithmic function to prove that
if xn > 0 and limn→∞ xn = l, then limn→∞ n

√
x1x2 · · ·xn = l. What about the case

limn→∞ xn = +∞?

Exercise 2.66. Use Exercise 2.17 to derive

lim
x→+∞

(log x)p

x
= 0, lim

x→0+
x| log x|p = 0.

This means that when x approaches +∞ or 0+, log x approaches ∞ but at a much slower
speed than the speed of x approaching its target. Moreover, discuss limx→+∞ a

xxp(log x)q

and limx→0+ xp(log x)q.

2.6 Additional Exercise
Extended Exponential Rule

Exercise 2.67. Prove the extended exponential rules.

1. l+∞ = +∞ for l > 1: If limx→a f(x) = l > 1 and limx→a g(x) = +∞, then
limx→a f(x)g(x) = +∞.

2. (0+)k = 0 for k > 0: If f(x) > 0, limx→a f(x) = 0 and limx→a g(x) = k > 0, then
limx→a f(x)g(x) = 0.

From the two rules, further derive the following exponential rules.

1. l+∞ = 0 for 0 < l < 1.

2. l−∞ = 0 for l > 1.

3. (0+)k = +∞ for k < 0.

4. (+∞)k = 0 for k > 0.

Exercise 2.68. Provide counterexamples to the wrong exponential rules

(+∞)0 = 1, 1+∞ = 1, 00 = 1, 00 = 0.

Comparison of Small Sums

If f(x) and g(x) are equivalent infinitesimals at 0, then we expect f(x1)+f(x2)+· · ·+f(xn)
and g(x1) + g(x2) + · · · + g(xn) to be very close to each other when x1, x2, . . . , xn are
very small. The following exercises indicate some cases our expectation is fulfilled.
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Exercise 2.69. Suppose f(x) is a function on (0, 1] satisfying limx→0+
f(x)

x
= 1. Prove

that

lim
n→∞

(
f

(
1

n2

)
+ f

(
2

n2

)
+ f

(
3

n2

)
+ · · ·+ f

( n
n2

))
= lim
n→∞

(
1

n2
+

2

n2
+

3

n2
+ · · ·+ n

n2

)
= lim
n→∞

n+ 1

2n
=

1

2
.

Exercise 2.70. Suppose g(x) > 0 and limx→0
f(x)

g(x)
= 1. Suppose for each natural number

n, there are nonzero numbers xn,1, xn,2, . . . , xn,kn , so that limn→∞ xn,k = 0 uniformly in
k: For any ε > 0, there is N , such that n > N implies |xn,k| < ε. Prove that if

lim
n→∞

(g(xn,1) + g(xn,2) + · · ·+ g(xn,kn)) = l,

then
lim
n→∞

(f(xn,1) + f(xn,2) + · · ·+ f(xn,kn)) = l.

Upper and Lower Limits of Functions

Suppose f(x) is defined near (but not necessarily at) a. Let

LIMaf =
{

lim
n→∞

f(xn) : xn 6= a, lim
n→∞

xn = a, lim
n→∞

f(xn) converges
}
.

Define
lim
x→a

f(x) = sup LIMaf, lim
x→a

f(x) = inf LIMaf.

Similar definitions can be made when a is replaced by a+, a−, ∞, +∞ and −∞.

Exercise 2.71. Prove the analogue of Proposition 1.5.3: l ∈ LIMaf if and only if for any
ε > 0 and δ > 0, there is x satisfying 0 < |x− a| < δ and |f(x)− l| < ε.

Exercise 2.72. Prove the analogue of Proposition 1.5.4: The upper limit is completely
characterized by the following two properties.

1. If l > limx→a f(x), then there is δ > 0, such that 0 < |x− a| < δ implies f(x) ≤ l.
2. If l < limx→a f(x), then for any δ > 0, there is x satisfying 0 < |x − a| < δ and

f(x) > l.

Note that for the function limit, the properties are not equivalent to the existence of finitely
or infinitely many x.

Exercise 2.73. Prove the analogue of Proposition 1.5.5: The upper and lower limits of f(x)
at a belong to LIMaf , and limx→a f(x) converges if and only if the upper and lower limits
are equal.

Exercise 2.74. Prove the analogue of Exercise 1.54:

lim
x→a

f(x) = lim
δ→0+

sup{f(x) : 0 < |x− a| < δ},

lim
x→a

f(x) = lim
δ→0+

inf{f(x) : 0 < |x− a| < δ}.
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Exercise 2.75. Prove the analogue of Exercise 1.47: If lk ∈ LIMaf and limk→∞ lk = l, then
l ∈ LIMaf .

Exercise 2.76. Prove the extension of Proposition 2.1.3:

LIMaf = LIMa+f ∪ LIMa−f.

In particular, we have

lim
x→a

f(x) = max

{
lim
x→a+

f(x), lim
x→a−

f(x)

}
,

lim
x→a

f(x) = min

{
lim
x→a+

f(x), lim
x→a−

f(x)

}
.

Exercise 2.77. Extend the arithmetic and order properties of upper and lower limits in
Exercise 1.49.

Additive and Multiplicative Functions

Exercise 2.78. Suppose f(x) is a continuous function on R satisfying f(x+y) = f(x)+f(y).

1. Prove that f(nx) = nf(x) for integers n.

2. Prove that f(rx) = rf(x) for rational numbers r.

3. Prove that f(x) = ax for some constant a.

Exercise 2.79. Suppose f(x) is a continuous function on R satisfying f(x+ y) = f(x)f(y).
Prove that either f(x) = 0 or f(x) = ax for some constant a > 0.

Left and Right Invertibility

Let f(x) be an increasing but not necessarily continuous function on [a, b]. By Exercise
2.38, the function has only countably many discontinuities. A function g(x) on [f(a), f(b)]
is a left inverse of f(x) if g(f(x)) = x, and is a right inverse if f(g(y)) = y.

Exercise 2.80. Prove that if f(x) has a left inverse g(y), then f(x) is strictly increasing.
Moreover, a strictly increasing function f(x) on [a, b] has a unique increasing left inverse
on [f(a), f(b)]. (There many be other non-increasing left inverses.)

Exercise 2.81. Prove that f(x) has a right inverse if and only if f(x) is continuous. More-
over, the right inverse must be strictly increasing, and the right inverse is unique if and
only if f(x) is strictly increasing.

Directed Set

A directed set in a set I with a relation i ≤ j defined for some (ordered) pairs of elements
i, j in I, satisfying the following properties

1. Reflexivity: i ≤ i for any i ∈ I.

2. Transitivity: i ≤ j and j ≤ k imply i ≤ k.

3. Upper bound: For any i, j ∈ I, there is k ∈ I satisfying i ≤ k and j ≤ k.
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We also use i ≥ j to mean j ≤ i.

Exercise 2.82. What makes R into a directed set?

1. x ≤ y means that x is less than or equal to y.

2. x ≤ y means that x is bigger than or equal to y.

3. x ≤ y means that x is strictly less than y.

Exercise 2.83. What makes the set 2X of all subsets of X into a directed set?

1. A ≤ B means that A ⊂ B.

2. A ≤ B means that A ⊂ B and A 6= B.

3. A ≤ B means that A and B are disjoint.

4. A ≤ B means that A contains more elements than B.

Exercise 2.84. What makes the set of sequences of real numbers into a directed set?

1. {xn} ≤ {yn} means that xn ≤ yn for each n.

2. {xn} ≤ {yn} means that xn ≤ yn for sufficiently big n.

3. {xn} ≤ {yn} means that xn ≤ yn for some n.

Exercise 2.85. Which are directed sets?

1. I = N, m ≤ n means that m is less than or equal to n.

2. I = N, m ≤ n means that m is divisible by n.

3. I = Z, m ≤ n means that m is divisible by n.

4. I = R− {a}, x ≤ y means that |x− a| is no less than |y − a|.

5. I = all subspaces of a vector space, V ≤W means that V is a subspace of W .

6. I = all partitions of an interval, P ≤ Q means that Q refines P .

7. I = all partitions of an interval, P ≤ Q means that ‖Q‖ ≤ ‖P‖.

8. I = all partitions of an interval, P ≤ Q means that P contains fewer partition points
than Q.

Exercise 2.86. Suppose ϕ : I → J is a surjective map and J is a directed set. Define a
relation i ≤ i′ in I when ϕ(i) ≤ ϕ(i′). Prove that the relation makes I into a direct set.
Explain that surjection condition is necessary.

Exercise 2.87. A subset J of a directed set I is cofinal if for any i ∈ I, there is j ∈ J
satisfying i ≤ j. Prove that any cofinal subset of a directed set is a directed set.

Exercise 2.88. Suppose I and J are directed sets. What makes I × J into a directed set?

1. (i, j) ≤ (i′, j′) if i ≤ i′ and j ≤ j′.

2. (i, j) ≤ (i′, j′) if either i ≤ i′, or i = i′ and j ≤ j′ (lexicographical order).



74 Chapter 2. Limit of Function

Limit over a Directed Set

A function f on a directed set I converges to a limit l, and denoted limI,≤ f(i) = l, if for
any ε > 0, there is i0 ∈ I, such that

i ≥ i0 =⇒ |f(i)− l| < ε.

Exercise 2.89. Explain that the following limits are limits over some directed sets.

1. Limit of a sequence of real numbers.

2. Limit of a function at a (the function is defined near a but not necessarily at a).

3. Right limit of a function at a.

4. Limit of a function at +∞.

5. Riemann integral of a bounded function on a bounded interval.

Exercise 2.90. Explain that Darboux integral is the limit of the Riemann sum S(P, f) on
the directed set of all partitions, with P ≤ Q meaning that Q is a refinement of P .

Exercise 2.91. Suppose I has a terminal element t, which means that i ≤ t for all i ∈ I.
Prove that limI,≤ f(i) always converges to f(t).

Exercise 2.92. Show that the definition of limit is the same if < ε is replaced by either ≤ ε
or ≤ ε2.

Exercise 2.93. Show that the definition of limit may not be the same if i ≥ i0 is replaced
by i > i0 (i.e., i ≥ i0 and i 6= i0). Find a suitable condition so that the definition remains
the same.

Exercise 2.94. Prove the uniqueness of the value of the limit.

Exercise 2.95. Formulate and prove the arithmetic properties of the limit.

Exercise 2.96. Do we still have the order rule and the sandwich rule for limit over a directed
set?

Exercise 2.97. Suppose ≤ and ≤′ are two relations on I, making I into two directed sets.
If i ≤ j implies i′ ≤ j′, how can you compare limI,≤ and limI,≤′ . Moreover, use your
conclusion to compare the Riemann integral and the Darboux integral.

Exercise 2.98. Suppose J is a cofinal subset of a directed set I, defined in Example 2.87.
Prove that limI,≤ f(i) = l implies limJ,≤ f(i) = l. This generalises the limit of subsequence.

Exercise 2.99. Define the monotone property of a function on a directed set. Is it true that
an increasing and bounded function always converges?

Exercise 2.100. Is it possible to define the concept of upper limit for a function on a directed
set?
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Cauchy Criterion on a Directed Set

A function f on a directed set I satisfies the Cauchy criterion, if for any ε > 0, there is i0,
such that

i, j ≥ i0 =⇒ |f(i)− f(j)| ≤ ε.

Exercise 2.101. Prove that if limI,≤ f(i) converges, then f satisfies the Cauchy criterion.

Exercise 2.102. Suppose a function f satisfies the Cauchy criterion. Use the following steps
to prove its convergence.

1. For each natural number n, find in ∈ I, such that in ≤ in+1, and i, j ≥ in implies

|f(i)− f(j)| < 1

n
.

2. Prove that limn→∞ f(in) converges. Let the limit be l.

3. Prove that limI,≤ f(i) = l.
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3.1 Linear Approximation
Suppose P (A) is a problem about an object A. To solve the problem, we may
consider a simpler object B that closely approximates A. Because B is simpler,
P (B) is easier to solve. Moreover, because B is close to A, the (easily obtained)
answer to P (B) is also pretty much the answer to P (A).

Many real world problems can be mathematically interpreted as quantities
related by complicated functions. To solve the problem, we may try to approximate
the complicated functions by simple ones and solve the same problem for the simple
functions.

What are the simple functions? Although the answer could be rather subjec-
tive, most people would agree that the following functions are listed from simple to
complicated.

1. constant: 1,
√

2, −π.

2. linear: 3 + x, 4− 5x.

3. quadratic: 1 + x2, 4− 5x+ 2x2.

4. cubic: 2x− 5x3.

5. rational:
1

1 + x
,

2 + x2

x(3− 2x)
.

6. algebraic:
√
x, (1 + x

1
2 )−

2
3 .

7. transcendental: sinx, ex + 2 cosx.

What do we mean by approximating a function by a simple (class of) functions?
Consider measuring certain length (say the height of a person, for example) by a
ruler with only centimeters. We expect to get an approximate reading of the height
with the accuracy within millimeters, or significantly smaller than the base unit of
1cm for the ruler:

|actual length − reading from ruler| ≤ ε(1cm).

Similarly, approximating a function f(x) at x0 by a function p(x) of some class
should mean that, as x approaches x0, the difference |f(x) − p(x)| is significantly
smaller than the “base unit” u(x) for the class.

Definition 3.1.1. A function f(x) is approximated at x0 by a function p(x) with
respect to the base unit function u(x) ≥ 0, denoted f ∼u p, if for any ε > 0, there
is δ > 0, such that

|x− x0| < δ =⇒ |f(x)− p(x)| ≤ εu(x).

We may also define one sided version of approximation. This is left as Exercise
3.6.



3.1. Linear Approximation 79

We may express the definition as

f(x) = p(x) + o(u(x)),

were o(u(x)) denotes any function r(x) (in our case the error or remainder f(x)−
p(x)) satisfying the property that, for any ε > 0, there is δ > 0, such that (u(x)
may take negative value in general)

|x− x0| < δ =⇒ |r(x)| ≤ ε|u(x)|.

In case u(x) 6= 0 for x 6= x0, this means r(x0) = 0 and limx→x0

r(x)

u(x)
= 0.

For the class of constant functions p(x) = a, the base unit is u(x) = 1. The
approximation of f(x) by p(x) = a at x0 means that, for any ε > 0, there is δ > 0,
such that

|x− x0| < δ =⇒ |f(x)− a| ≤ ε.

Taking x = x0, we get |f(x0)− a| ≤ ε for any ε > 0. This means exactly a = f(x0).
On the other hand, for x 6= x0, we get

0 < |x− x0| < δ =⇒ |f(x)− a| ≤ ε.

This means exactly limx→x0
f(x) = a. Combined with a = f(x0), we conclude that

a function f(x) is approximated by a constant at x0 if and only if it is continuous
at x0. Moreover, the approximating constant is f(x0).

Exercise 3.1. Suppose f(x) approximated at x0 by a positive number. Prove that there is
δ > 0, such that f > 0 on (x0 − δ, x0 + δ).

Exercise 3.2. Define the approximation by constant at the right of x0 and explain that the
concept is equivalent to the right continuity.

Exercise 3.3. Prove that the approximation with respect to the same unit u is an equiva-
lence relation.

1. f ∼u f .

2. If f ∼u g, then g ∼u f .

3. If f ∼u g and g ∼u h, then f ∼u h.

Exercise 3.4. Suppose u(x) ≤ Cv(x) for a constant C > 0. Prove that f ∼u p implies
f ∼v p. This means more refined approximation (measured by u) implies less refined
approximation (measured by v).

Exercise 3.5. Prove the following properties of o(u(x)) (u(x) is not assumed to be non-
negative).

1. o(u(x)) + o(u(x)) = o(u(x)).

2. o(u(x))v(x) = o(u(x)v(x)).

3. If |u(x)| ≤ C|v(x)|, then o(v(x)) = o(u(x)).
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Exercise 3.6. Define one sided approximation such as f ∼u p at x+
0 . Explain the relation

between the usual approximation and one sided approximations. Moreover, what is the
meaning of one sided constant approximation?

Differentiability

The approximation by constant functions is too crude for solving most problems.
As the next simplest, we need to consider the approximation by linear functions
p(x) = A+Bx. For the convenience of discussion, we introduce

∆x = x− x0,

(∆ is the Greek alphabet for D, used here for the Difference) and rewrite

p(x) = A+Bx = A+B(x0 + ∆x) = (A+Bx0) +B∆x = a+ b∆x.

What is the base unit of a + b∆x as x approaches x0? The base unit of the
constant term a is 1. The base unit of the difference term b∆x is |∆x|, which is
very small compared with the unit 1. Therefore the base unit for the linear function
a + b∆x is u(x) = |∆x|. The discussion may be compared with the expression
am + bcm (a meters and b centimeters). Since 1cm is much smaller than 1m, the
base unit for am + bcm is 1cm.

Definition 3.1.2. A function f(x) is differentiable at x0 if it is approximated by a
linear function a+ b∆x. In other words, for any ε > 0, there is δ > 0, such that

|∆x| = |x− x0| < δ =⇒ |f(x)− a− b∆x| ≤ ε|∆x|. (3.1.1)

We may express the linear approximation as

f(x) = a+ b∆x+ o(∆x),

where o(∆x) means any function r(x) satisfying limx→x0

r(x)

∆x
= 0. Taking x = x0

in (3.1.1), we get a = f(x0). Then

∆f = f(x)− a = f(x)− f(x0)

is the change of the function caused by the change ∆x of the variable, and the
differentiability means

∆f = b∆x+ o(∆x).

In other words, the scaling b∆x of the change of variable is the linear approximation
of the change of function. The viewpoint leads to the differential of the function at
x0

df = b dx.

Note that the symbols df and dx have not yet been specified as numerical
quantities. Thus bdx should be, at least for the moment, considered as an integrated



3.1. Linear Approximation 81

notation instead of the product of two quantities. On the other hand, the notation
is motivated from b∆x, which was indeed a product of two numbers. So it is allowed
to add two differentials and to multiply numbers to differentials. In more advanced
mathematics (see Section 14.3), the differential symbols will indeed be defined as
quantities in some linear approximation space. However, one has to be careful in
multiplying differentials together because this is not a valid operation within linear
spaces. Moreover, dividing differentials is also not valid.

Linear approximation is more refined than constant approximation. We expect
more refined approximation to imply less refined approximation.

Proposition 3.1.3. If a function is differentiable at x0, then it is continuous at x0.

Proof. Taking ε = 1 in the definition of differentiability, we have δ > 0, such that

|∆x| = |x− x0| < δ =⇒ |f(x)− f(x0)− b∆x| ≤ |∆x|
=⇒ |f(x)− f(x0)| ≤ (|b|+ 1)|∆x|.

Then for any ε > 0, we get

|x− x0| < max

{
δ,

ε

|b|+ 1

}
=⇒ |f(x)− f(x0)| ≤ (|b|+ 1)|x− x0| ≤ ε.

This proves the continuity at x0.

Example 3.1.1. Since the function 2x + 3 is already linear, its linear approximation is
itself. Expressed in the form a + b∆x, the linear approximation at x0 = 0 is 3 + 2x, the
linear approximation at x0 = 1 is 5 + 2(x− 1), and the linear approximation at x0 = −1
is 1 + 2(x+ 1).

Example 3.1.2. To find the linear approximation of x2 at x0 = 1, we rewrite the function
in terms of ∆x = x− 1 near 1.

x2 = (1 + ∆x)2 = 1 + 2∆x+ ∆x2.

Then

|∆x| < δ = ε =⇒ |x2 − 1− 2∆x| = |∆x|2 ≤ ε|∆x|.

This shows that 1 + 2∆x is the linear approximation of x2 at 1.

Exercise 3.7. Find the differentiability of a general linear function Ax+B.

Exercise 3.8. Show that x2 is linearly approximated by x2
0 + 2x0∆x at x0. What about the

linear approximation of x3?

Example 3.1.3. We study the differentiability of |x|p, p > 0, at x0 = 0.
If p > 1, then we can arrange to have |x|p ≤ ε|x| for sufficiently small x. Specifically,

we have

|x− 0| = |x| < ε
1
p−1 =⇒ ||x|p − 0− 0x| = |x|p−1|x| ≤ ε|x|.
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This shows that f(x) is differentiable at 0, with linear approximation 0 + 0x = 0. In fact,
the same argument works as long as |f(x)| ≤ C|x|p, p > 1. For example, the function

x2D(x) =

{
x2, if x is rational,

0, if x is irrational,

is differentiable at 0, with trivial linear approximation.
If 0 < p ≤ 1, then differentiability at 0 means that, for any ε > 0, there is δ > 0,

such that

|x| < δ =⇒ ||x|p − a− bx| ≤ ε|x|.

By taking x = 0, the implication says |a| ≤ 0. Therefore a = 0 and we get (we already
discussed |x| = 0)

0 < |x| < δ =⇒ ||x|p − bx| ≤ ε|x| ⇐⇒
∣∣∣∣ |x|x − b

∣∣∣∣ ≤ ε.
This means exactly that b = limx→0

|x|p

x
converges. Since the limit diverges for 0 < p ≤ 1,

we conclude that |x|p is not differentiable at 0.

Example 3.1.4. Let p, q > 0 and

f(x) =

{
xp, if x ≥ 0,

−(−x)q, if x < 0.

We have f(x) = |x|p on the right of 0 and f(x) = |x|q on the left of 0. We may split the
definition of linear approximation into the right and left. We get the overall differentiability
only if two sides have the same linear approximation.

For p > 1, we may restrict the discussion of Example 3.1.3 to the right of 0 and find
that f(x) = |x|p is right differentiable at 0 with 0 as the right linear approximation. For
p = 1, f(x) = |x|p = x is a linear function and is therefore right differentiable, with x as
the right linear approximation. For 0 < p < 1, the same argument as in Example 3.1.3
shows that f(x) is not right differentiable.

We have f(x) = −|x|q on the left of 0. We can similarly discuss the left differentia-
bility. By comparing the two sides, we find that f(x) is differentiable at 0 if and only if
both p, q > 1 or p = q = 1.

Exercise 3.9. Define one sided differentiability. Then prove that a function is differentiable
at x0 if and only if it is left and right differentiable at x0, and the left and right linear
approximations are the same.

Exercise 3.10. Prove that right differentiability implies right continuity.

Exercise 3.11. Study the differentiability of function at x0 = 0

f(x) =

{
axp, if x ≥ 0,

b(−x)q, if x < 0.
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Exercise 3.12. Split the differentiability into rational and irrational parts. Then study the
differentiability of function at x0 = 0

f(x) =

{
|x|p, if x is rational,

|x|q, if x is irrational.

Exercise 3.13. Prove the sandwich rule for linear approximation: If f(x) ≤ g(x) ≤ h(x),
and both f(x) and h(x) are approximated by the same linear function a+ b∆x at x0, then
g(x) is approximated by the linear function a+ b∆x.

Exercise 3.14. Can you state and prove a general approximation version of the sandwich
rule?

Derivative

We have computed the constant term a = f(x0) of the linear approximation. For
x 6= x0, the condition (3.1.1) becomes

0 < |∆x| = |x− x0| < δ =⇒
∣∣∣∣f(x)− f(x0)

x− x0
− b
∣∣∣∣ ≤ ε. (3.1.2)

This shows how to compute the coefficient b of the first order term.

Definition 3.1.4. The derivative of a function f(x) at x0 is

f ′(x0) =
df(x0)

dx
= lim
x→x0

f(x)− f(x0)

x− x0
= lim

∆x→0

f(x0 + ∆x)− f(x0)

∆x
= lim

∆x→0

∆f

∆x
.

Corresponding to the left and right approximations (see Exercises 3.6 and 3.9),
we also have one sided derivatives. See Example 3.1.8 and Exercises 3.20, 3.22).

∆x

∆f

Lx : slope ∆f
∆x

tangent: slope f ′(x0)

x0

f(x0)

x

f(x)

Figure 3.1.1. Linear approximation and derivative of f(x) at x0.

We already saw that the differentiability implies the existence of derivative.
Conversely, if the derivative exists, then we have the implication (3.1.2), which is
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the same as (3.1.1) with a = f(x0) and 0 < |x− x0| < δ. Since (3.1.1) always holds
with a = f(x0) and x = x0, we conclude that the condition for differentiability
holds with a = f(x0) and |x− x0| < δ.

Proposition 3.1.5. A function f(x) is differentiable at x0 if and only if it has deriva-
tive at x0. Moreover, the linear approximation is f(x0) + f ′(x0)∆x.

Geometrically, the quotient
∆f

∆x
is the slope of the straight line connecting

(x0, f(x0)) to a nearby point (x, f(x)). As the limit of this slope, the derivative
f ′(x0) is the slope of the tangent line at x0. The formula for the tangent line is
y = f(x0) + f ′(x0)∆x, which is the linear approximation function.

We emphasis that, although the existence of linear approximation is equivalent
to the existence of derivative, the two play different roles. Linear approximation is
the motivation and the concept. Derivative, as the coefficient of the first order term,
is merely the computation of the concept. Therefore linear approximation is much
more important in understanding the essence of calculus. As a matter of fact, for
multivariable functions, linear approximations may be similarly computed by partial
derivatives. However, the existence of partial derivatives does not necessarily imply
the existence of linear approximation.

Mathematical concepts are always derived from common sense. The formula
for computing a concept is obtained only after analyzing the common sense. Never
equate the formula with the concept itself!

Example 3.1.5. Example 3.1.1 shows that the linear approximation of a linear function
A+Bx is itself. The coefficient of the first order term is then the derivative (A+Bx)′ = B.

Example 3.1.6. For a quadratic function f(x) = A+Bx+ Cx2, we have

∆f = f(x0 + ∆x)− f(x0) = (B + 2Cx0)∆x+ C∆x2 = (B + 2Cx0)∆x+ o(∆x).

Therefore the function is differentiable at x0, with f ′(x0) = B + 2Cx0. We usually write
f ′(x) = B + 2Cx. In terms of differential, we write df = (B + 2Cx)dx.

Example 3.1.7. For f(x) = sinx, the limit (2.2.10) gives

f ′(0) = lim
x→0

f(x)− f(0)

x
= lim
x→0

sinx

x
= 1.

Therefore the sine function is differentiable at 0, with f(0) + f ′(0)(x− 0) = x as the linear
approximation.

Example 3.1.8. The function f(x) = |x| has no derivative because

lim
x→0

f(x)− f(0)

x
= lim
x→0

|x|
x

diverges. Therefore |x| is not differentiable at 0. The conclusion is consistent with Example
3.1.3.
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We notice that the right derivative

f ′+(0) = lim
x→0+

f(x)− f(0)

x
= lim
x→0+

x

x
= 1

and the left derivative

f ′−(0) = lim
x→0−

f(x)− f(0)

x
= lim
x→0−

−x
x

= −1

exist. The derivative does not exist because the two one sided derivatives have different
values.

Exercise 3.15. Prove the uniqueness of the linear approximation: If both a + b∆x and
a′ + b′∆x are linear approximations of f(x) at x0, then a = a′ and b = b′.

Exercise 3.16. Find the derivative and the differential for the cubic function f(x) = x3 by
computing ∆f = f(x0 + ∆x)− f(x0).

Exercise 3.17. Prove that f(x) is differentiable at x0 if and only if f(x) = f(x0) + (x −
x0)g(x) for a function g(x) continuous at x0. Moreover, the linear approximation is f(x0)+
g(x0)(x− x0).

Exercise 3.18. Rephrase the sandwich rule in Exercise 3.13 in terms of the derivative.

Exercise 3.19. Suppose f(x0) = g(x0) = 0, f(x) and g(x) are continuous at x0, and

limx→x0
g(x)

f(x)
= 1. Prove that f(x) is differentiable at x0 if and only if g(x) is differ-

entiable at x0. Moreover, the linear approximations of the two functions are the same.

Exercise 3.20. Define the right derivative f ′+(x0) and the left derivative f ′−(x0). Then
show that the existence of one sided derivative is equivalent to one sided differentiability
in Exercise 3.9.

Exercise 3.21. What is the relation between one sided derivative and one sided continuity?

Exercise 3.22. What is the relation between the usual two sided derivative and the one
sided derivatives?

Exercise 3.23. Determine the differentiability of |x3(x− 1)(x− 2)2|.

Exercise 3.24. For p > 0, compute the right derivative of the power function xp at 0.

Exercise 3.25. Study the right differentiability of the function

{
xx, if x > 0

1, if x = 0
at 0.

Exercise 3.26. Determine the differentiability of Thomae’s function in Example 2.3.2.

Exercise 3.27. Suppose f(0) = 0 and f(x) ≥ |x|. Show that f(x) is not differentiable at 0.
What if f(x) ≤ |x|?
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Exercise 3.28. Suppose f(x) is differentiable on a bounded interval (a−ε, b+ε). If f(x) = 0
for infinitely many x ∈ [a, b], prove that there is c ∈ [a, b], such that f(c) = 0 and f ′(c) = 0.

Exercise 3.29. Suppose f(x) is differentiable at x0 and f(x0) = 1. Find limt→0 f(x0 + t)
1
t .

Exercise 3.30. For a continuous function f(x), define

g(x) =

{
f(x), if x is rational,

−f(x), if x is irrational.

Find the necessary and sufficient condition for g to be continuous at x0, and the condition
for g to be differentiable at x0.

Basic Derivatives

For x0 6= 0 and t =
∆x

x0
, the limit (2.5.5) implies

dxp

dx

∣∣∣∣
x=x0

= lim
∆x→0

(x0 + ∆x)p − xp0
∆x

= lim
t→0

xp0
x0
· (1 + t)p − 1

t
= pxp−1

0 .

We denote the result as (xp)′ = pxp−1, dxp = pxp−1dx.
The limit (2.5.4) implies

dax

dx

∣∣∣∣
x=x0

= lim
∆x→0

ax0+∆x − ax0

∆x
= lim

∆x→0
ax0

a∆x − 1

∆x
= ax0 log a.

We denote the result as (ax)′ = ax log a, dax = ax(log a)dx.

For x0 > 0 and t =
∆x

x0
, the limit (2.5.2) implies

d log x

dx

∣∣∣∣
x=x0

= lim
∆x→0

log(x0 + ∆x)− log x0

∆x
= lim

∆x→0

log(1 + ∆x
x0

)

∆x

= lim
t→0

1

x0
· log(1 + t)

t
=

1

x0
.

We denote the result as (log x)′ =
1

x
, d log x =

1

x
dx.

The limits (2.2.10) and (2.2.12) imply

d sinx

dx

∣∣∣∣
x=x0

= lim
∆x→0

sin(x0 + ∆x)− sinx0

∆x

= lim
∆x→0

sinx0 cos ∆x+ cosx0 sin ∆x− sinx0

∆x

= lim
∆x→0

(
−1− cos ∆x

∆x
sinx0 +

sin ∆x

∆x
cosx0

)
= −0 · sinx0 + 1 · cosx0 = cosx0.
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We denote the result as (sinx)′ = cosx, d sinx = cosxdx. Similarly, we have

(cosx)′ = − sinx, d cosx = − sinxdx and (tanx)′ =
1

cos2 x
= sec2 x, d tanx =

sec2 xdx.

Exercise 3.31. Find the derivatives of cosx and tanx by definition.

3.2 Computation

Combination of Linear Approximation

Suppose we have linear approximations at x0

f(x) ∼|∆x| p(x) = f(x0) + f ′(x0)∆x,

g(x) ∼|∆x| q(x) = g(x0) + g′(x0)∆x.

Then we expect linear approximation

f(x) + g(x) ∼|∆x| p(x) + q(x) = (f(x0) + g(x0)) + (f ′(x0) + g′(x0))∆x.

In particular, this implies that the derivative (f + g)′(x0) is the coefficient f ′(x0) +
g′(x0) of ∆x. We express the fact as

(f + g)′ = f ′ + g′, d(f + g) = df + dg.

Similarly, we expect

f(x)g(x) ∼|∆x|p(x)q(x)

= f(x0)g(x0) + (f ′(x0)g(x0) + f(x0)g′(x0))∆x+ f ′(x0)g′(x0)∆x2.

Although p(x)q(x) is not linear, it should be further approximated by the linear
function

r(x) = f(x0)g(x0) + (f ′(x0)g(x0) + f(x0)g′(x0))∆x.

Then we should have f(x)g(x) ∼|∆x| r(x). In particular, (fg)′(x0) is the coefficient
f ′(x0)g(x0) + f(x0)g′(x0) of ∆x. We express the fact as the Leibniz11 rule

(fg)′ = f ′g + fg′, d(fg) = gdf + fdg.

For the composition g(f(x)), the functions f(x) and g(y) are approximated
by linear functions at x0 and y0 = f(x0)

f(x) ∼|∆x| p(x) = f(x0) + f ′(x0)∆x,

g(y) ∼|∆y| q(y) = g(y0) + g′(y0)∆y.

11Gottfried Wilhelm von Leibniz, born 1646 in Leipzig, Saxony (Germany), died 1716 in Han-
nover (Germany). Leibniz was a great scholar who contributed to almost all the subjects in the
human knowledge of his time. He invented calculus independent of Newton. He also invented the
binary system, the foundation of modern computer system. He was, along with René Descartes
and Baruch Spinoza, one of the three greatest 17th-century rationalists. Leibniz was perhaps the
first major European intellect who got seriously interested in Chinese civilization. His fascination
of I Ching may be related to his invention of bindary system.
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Then we expect the composition to be approximated by the composition of linear
functions

g(f(x)) ∼|∆x| q(p(x)) = g(y0) + g′(y0)f ′(x0)∆x.

This implies that the derivative (g ◦ f)′(x0) of the composition is the coefficient
g′(y0)f ′(x0) = g′(f(x0))f ′(x0) of ∆x. We express the fact as the chain rule

(g ◦ f)′ = (g′ ◦ f)f ′, d(g ◦ f) = (g′ ◦ f)df.

Proposition 3.2.1. The sum, the product, the composition of differentiable functions
are differentiable, with the respective linear approximations obtained by the sum, the
linear truncation of product, and the composition of linear approximations.

The sum property

f ∼ p, g ∼ q =⇒ f + g ∼ p+ q

is parallel to the property lim(xn + yn) = limxn + lim yn in Proposition 1.2.3

xn ∼ l, yn ∼ k =⇒ xn + yn ∼ l + k.

Therefore the formula (f + g)′ = f ′+ g′ can be proved by copying the earlier proof.
The same remark applies to the product and the composition.

Proof. First consider the sum. For any ε1 > 0, there are δ1, δ2 > 0, such that

|∆x| < δ1 =⇒ |f(x)− p(x)| ≤ ε1|∆x|, (3.2.1)

|∆x| < δ2 =⇒ |g(x)− q(x)| ≤ ε1|∆x|. (3.2.2)

This implies

|∆x| < min{δ1, δ2} =⇒ |(f(x) + g(x))− (p(x) + q(x))| ≤ 2ε1|∆x|. (3.2.3)

Therefore for any ε > 0, we may take ε1 =
ε

2
and find δ1, δ2 > 0, such that (3.2.1)

and (3.2.2) hold. Then (3.2.3) holds and becomes

|∆x| < min{δ1, δ2} =⇒ |(f(x) + g(x))− (p(x) + q(x))| ≤ ε|∆x|.

This completes the proof that p(x)+q(x) is the linear approximation of f(x)+g(x).
Now consider the product. For |∆x| < min{δ1, δ2}, (3.2.1) and (3.2.2) imply

|f(x)g(x)− p(x)q(x)| ≤ |f(x)g(x)− p(x)g(x)|+ |p(x)g(x)− p(x)q(x)|
≤ ε1|∆x||g(x)|+ ε1|p(x)||∆x|
≤ ε1(|g(x)|+ |p(x)|)|∆x|.

This further implies

|f(x)g(x)− r(x)| ≤ |f(x)g(x)− p(x)q(x)|+ |f ′(x0)g′(x0)∆x2|
≤ [ε1(|g(x)|+ |p(x)|) + |f ′(x0)g′(x0)∆x|] |∆x|.
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Since |g(x)| and |p(x)| are continuous at x0, they are bounded near x0 by Proposition
2.1.6. Therefore for any ε > 0, it is not difficult to find δ3 > 0 and ε1 > 0, such that

ε1(|g(x)|+ |p(x)|) + |f ′(x0)g′(x0)|δ3 ≤ ε.

Next for this ε1, we may find δ1, δ2 > 0, such that (3.2.1) and (3.2.2) hold. Then
|∆x| < min{δ1, δ2, δ3} implies

|f(x)g(x)− r(x)| ≤ [ε1(|g(x)|+ |p(x)|) + |f ′(x0)g′(x0)|δ3]|∆x| ≤ ε|∆x|.

This completes the proof that the linear truncation r(x) of p(x)q(x) is the linear
approximation of f(x)g(x).

Finally consider the composition. For any ε1, ε2 > 0, there are δ1, δ2 > 0,
such that

|∆x| = |x− x0| < δ1 =⇒ |f(x)− p(x)| ≤ ε1|∆x|, (3.2.4)

|∆y| = |y − y0| < δ2 =⇒ |g(y)− q(y)| ≤ ε2|∆y|. (3.2.5)

Then for y = f(x), we have

|∆x| < δ1 =⇒ |∆y| = |f(x)− f(x0)| ≤ |f(x)− p(x)|+ |f ′(x0)∆x|
≤ (ε1 + |f ′(x0)|)|∆x| < (ε1 + |f ′(x0)|)δ1, (3.2.6)

and

|∆x| < δ1, |∆y| < δ2 =⇒ |g(f(x))− q(p(x))|
≤ |g(f(x))− q(f(x))|+ |q(f(x))− q(p(x))|
= |g(y)− q(y)|+ |g′(x0)||f(x)− p(x)|
≤ ε2|∆y|+ |g′(x0)|ε1|∆x|
≤ [ε2(ε1 + |f ′(x0)|) + ε1|g′(x0)|] |∆x|. (3.2.7)

Suppose for any ε > 0, we can find suitable δ1, δ2, ε1, ε2, such that (3.2.12), (3.2.13)
hold, and

(ε1 + |f ′(x0)|)δ1 ≤ δ2, (3.2.8)

ε2(ε1 + |f ′(x0)|) + ε1|g′(x0)| ≤ ε. (3.2.9)

Then (3.2.6) tells us that |∆x| < δ1 implies |∆y| < δ2, and (3.2.7) becomes

|∆x| < δ1 =⇒ |g(f(x))− q(p(x))|
≤ [ε2(ε1 + |f ′(x0)|) + ε1|g′(x0)|] |∆x| ≤ ε|∆x|.

This would prove that q(p(x)) is the linear approximation of g(f(x)).
It remains to find δ1, δ2, ε1, ε2 such that (3.2.12), (3.2.13), (3.2.16) and (3.2.9)

hold. For any ε > 0, we first find ε1, ε2 > 0 satisfying (3.2.9). For this ε2 > 0,
we find δ2 > 0, such that the implication (3.2.13) holds. Then for the ε1 > 0 we
already found, it is easy to find δ1 > 0 such that (3.2.12) and (3.2.16) hold.
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Exercise 3.32. A function is odd if f(−x) = −f(x). It is even if f(−x) = f(x). A function
is periodic with period p if f(x+ p) = f(x). Prove that the derivative of an odd, even, or
periodic function is respectively even, odd, periodic.

Exercise 3.33. Suppose f(x) is differentiable. Find the derivative of
1

f(x)
. Can you explain

the derivative in terms of linear approximation?

Exercise 3.34. Find the formula for the derivative of
f(x)

g(x)
.

Exercise 3.35. Find the derivatives of tanx and secx by using the derivatives of sinx and
cosx.

Exercise 3.36. Prove (f + g)′+(x) = f ′+(x) + g′+(x) and (fg)′+(x) = f ′+(x)g(x) + f(x)g′+(x)
for the right derivative.

Exercise 3.37. Suppose f(x) and g(y) are right differentiable at x0 and y0 = f(x0). Prove
that under one of the following conditions, the composition g(f(x)) is right differentiable
at x0, and we have the chain rule (g ◦ f)′+(x0) = g′+(y0)f ′+(x0).

1. f(x) ≥ f(x0) for x ≥ x0.

2. g(y) is (two sided) differentiable at y0.

Note that by the proof of Proposition 3.3.1, the first condition is satisfied if f ′+(x0) > 0.
Can you find the other chain rules for one sided derivatives?

Inverse Linear Approximation

Suppose we have linear approximation

f(x) ∼|∆x| p(x) = a+ b∆x = y0 + b(x− x0), a = f(x0) = y0, b = f ′(x0).

If f is invertible, then the inverse function should be approximated by the inverse
linear function

f−1(y) ∼|∆y| p−1(y) = x0 + b−1(y − y0) = x0 + b−1∆y.

This suggests that (f−1)′(y0) = b−1 =
1

f ′(x0)
.

Proposition 3.2.2. Suppose a continuous function f(x) is invertible near x0 and is
differentiable at x0. If f ′(x0) 6= 0, then the inverse function is also differentiable at
y0 = f(x0), with

(f−1)′(y0) =
1

f ′(x0)
.

The derivatives for the trigonometric functions give the derivatives of the
inverse trigonometric functions. Let y = arcsinx. Then x = sin y, and

(arcsinx)′ =
1

(sin y)′
=

1

cos y
=

1√
1− sin2 y

=
1√

1− x2
.
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Note that the third equality makes use of −π
2
≤ y ≤ π

2
, so that cos y ≥ 0. The

derivative of the inverse cosine can be derived similarly, or from (2.5.1). For the
derivative of the inverse tangent, let y = arctanx. Then x = tan y, and

(arctanx)′ =
1

(tan y)′
=

1

sec2 y
=

1

1 + tan2 y
=

1

1 + x2
.

Proof. By the set up before the proposition, for any ε′ > 0, there is δ′ > 0, such
that

|∆x| < δ′ =⇒ |f(x)− p(x)| ≤ ε′|∆x|. (3.2.10)

By

f(x)− p(x) = y − (y0 + b(x− x0)) = ∆y − b∆x,
f−1(y)− p−1(y) = x− (x0 + b−1(y − y0)) = −b−1(∆y − b∆x),

the implication (3.2.10) is the same as

|∆x| < δ′ =⇒ |f−1(y)− p−1(y)| ≤ |b|−1ε′|∆x|.

If we can achieve

|∆y| < δ =⇒ |∆x| < δ′ =⇒ |b|−1ε′|∆x| ≤ ε|∆y|, (3.2.11)

then we get
|∆y| < δ =⇒ |f−1(y)− p−1(y)| ≤ ε|∆y|.

This means that p−1(y) is the linear approximation of f−1(y).

Since b 6= 0, we may additionally assume ε′ <
|b|
2

. Then by (3.2.10),

|∆x| < δ′ =⇒ |b∆x| − |∆y| ≤ |∆y − b∆x| ≤ ε′|∆x| ≤ |b|
2
|∆x|

=⇒ |∆x| ≤ 2|b|−1|∆y|.

Therefore the second implication in (3.2.11) can be achieved if 2|b|−2ε′ = ε.

Now for any ε > 0, take ε′ =
1

2
|b|2ε, so that the second implication in (3.2.11)

holds. Then for this ε′, we find δ′, such that (3.2.10) holds. Now for this δ′, by
making use of the continuity of the inverse function (see Theorem 2.5.3), we can
find δ > 0, such that

|∆y| = |y − y0| < δ =⇒ |∆x| = |x− x0| = |f−1(y)− f−1(y0)| < δ′.

This is the first implication in (3.2.11). This completes the proof.

Exercise 3.38. Find the derivatives of arccosx, arcsecx.

Exercise 3.39. Suppose f(x) is invertible near x0 and is differentiable at x0. Prove that if the
inverse function is differentiable at y0 = f(x0), then f ′(x0) 6= 0. This is the “conditional”
converse of Proposition 3.2.2.
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Exercise 3.40. Proposition 3.2.2 can also be proved by computing the derivatives directly.
Specifically, prove that one of the limits

f ′(x0) = lim
x→x0

f(x)− f(x0)

x− x0
, (f−1)′(y0) = lim

y→y0

f−1(y)− f−1(y0)

y − y0
,

converges if and only if the other one converges. Moreover, the limits are related by

(f−1)′(y0) =
1

f ′(x0)
when they converge.

Exercise 3.41. Consider the function

f(x) =


n

n2 + 1
, if x =

1

n
, n ∈ N,

x, otherwise.

Verify that f ′(0) = 1 but f(x) is not one-to-one. This shows that the invertibility condition
is necessary in Proposition 3.2.2. In particular, f ′(x0) 6= 0 does not necessarily imply the
invertibility of the function near x0.

Exercise 3.42. State the one sided derivative version of Proposition 3.2.2.

Combination of General Approximation

Proposition 3.2.1 is similar to Propositions 1.2.2, 1.2.3, 2.1.6, 2.1.7. The proofs are
also similar. This suggests more general principles about approximations.

The following is the general statement about sum of approximations.

Proposition 3.2.3. If f ∼u p and g ∼u q at x0, then af + bg ∼u ap+ bq at x0.

Proof. For any ε > 0, we apply the assumptions f ∼u p and g ∼u q to ε
|a|+|b| > 0.

Then there is δ > 0, such that |∆x| < δ implies

|f(x)− p(x)| ≤ ε

|a|+ |b|
u(x), |g(x)− q(x)| ≤ ε

|a|+ |b|
u(x).

Therefore |∆x| < δ further implies

|(af(x) + bg(x))− (ap(x) + bq(x))| ≤ |a||f(x)− p(x)|+ |b||g(x)− q(x)| ≤ εu(x).

This completes the proof of af + bg ∼u ap+ bq.

The following is the general statement about product of approximations. The
proof is left as an exercise.

Proposition 3.2.4. If p, q, u are bounded near x0, then f ∼u p and g ∼u q at x0

imply fg ∼u pq at x0.

The following is the general statement about composition of approximations.
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Proposition 3.2.5. Suppose f(x) ∼u(x) p(x) at x0 and g(y) ∼v(y) q(y) at y0 =
f(x0). Suppose

1. p is continuous at x0,

2. u is bounded near x0,

3. v(f(x)) ≤ Au(x) near x0 for a constant A,

4. |q(y1)− q(y2)| ≤ B|y1 − y2| for y1, y2 near y0.

Then g(f(x)) ∼u(x) q(p(x)).

Proof. By f ∼u p and g ∼v q, for any ε1, ε2 > 0, there are δ1, δ2 > 0, such that

|∆x| = |x− x0| < δ1 =⇒ |f(x)− p(x)| ≤ ε1u(x), (3.2.12)

|∆y| = |y − y0| < δ2 =⇒ |g(y)− q(y)| ≤ ε2v(y). (3.2.13)

By Exercise 3.45, we have p(x0) = f(x0) = y0. By the first, second and third
conditions, for any ε3 > 0, we may further assume that

|∆x| = |x− x0| < δ1 =⇒ |p(x)− y0| ≤ ε3, u(x) ≤ C, v(f(x)) ≤ Au(x). (3.2.14)

By the fourth condition, we may further assume that

|y1 − y0| < δ2, |y2 − y0| < δ2 =⇒ |q(y1)− q(y2)| ≤ B|y1 − y2|. (3.2.15)

Then |∆x| < δ1 implies

|f(x)− y0| ≤ |f(x)− p(x)|+ |p(x)− y0| ≤ ε1u(x) + ε3 ≤ Cε1 + ε3.

This means that, if we can arrange to have

Cε1 + ε3 < δ2, (3.2.16)

then by (3.2.14), |∆x| < δ1 implies that |f(x)− y0| < δ2 and |p(x)− y0| ≤ ε3 < δ2.
Further by (3.2.15) and (3.2.12), we get

|q(f(x))− q(p(x))| ≤ B|f(x)− p(x)| ≤ Bε1u(x),

and by (3.2.13) and (3.2.14), we get

|g(f(x))− q(f(x))| ≤ ε2v(f(x)) ≤ ε2Au(x).

Therefore |∆x| < δ1 implies

|g(f(x))− q(p(x))| ≤ |g(f(x))− q(f(x))|+ |q(f(x))− q(p(x))|
≤ ε2Au(x) +Bε1u(x) = (Aε2 +Bε1)u(x).

The estimation suggests that, for any ε > 0, we first choose ε2 =
ε

2A
. Then

for this ε2, we find δ2 such that (3.2.13) and (3.2.15) hold. Then for this δ2, we take
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ε1 = min

{
δ2
2C

,
ε

2B

}
and ε3 =

δ2
3

, so that (3.2.16) is satisfied, and Aε2 + Bε1 ≤ ε.

Next for ε1, ε3, we find δ1, such that (3.2.12) and (3.2.14) hold. After these choices,
we may conclude that |∆x| < δ1 implies

|g(f(x))− q(p(x))| ≤ (Aε2 +Bε1)u(x) ≤ εu(x).

Example 3.2.1. We explain the Leibniz rule by the general principle of approximation.
Suppose we have linear approximations f ∼|∆x| p = a+b∆x and g ∼|∆x| q = c+d∆x.

Then by Proposition 3.2.4, we have

fg ∼|∆x| pq = ac+ (ad+ bc)∆x+ bd(∆x)2.

By the first property in Exercise 3.3, we have ac + (ad + bc)∆x ∼|∆x| ac + (ad + bc)∆x.
By Exercise 3.47, we have bd(∆x)2 ∼|∆x| 0. Then by Proposition 3.2.3, we have

ac+ (ad+ bc)∆x+ bd(∆x)2 ∼|∆x| ac+ (ad+ bc)∆x+ 0 = ac+ (ad+ bc)∆x.

By the third property in Exercise 3.3, we conclude

fg ∼|∆x| pq = ac+ (ad+ bc)∆x.

Exercise 3.43. Prove Proposition 3.2.4.

Exercise 3.44. Derive the chain rule for linear approximation from Proposition 3.2.5.

Exercise 3.45. Prove that f ∼u p at x0 implies f(x0) = p(x0).

Exercise 3.46. Prove that f ∼u p if and only if f − p ∼u 0.

Exercise 3.47. Suppose u(x) 6= 0 for x 6= x0. Prove that f ∼u 0 at x0 if and only if

f(x0) = 0 and limx→x0
f(x)

u(x)
= 0.

Exercise 3.48. Suppose limx→x0 f(x) = limx→x0 g(x) = 0. Prove that f(x) + o(f(x)) =
g(x) + o(g(x)) implies f(x) = g(x) + o(g(x)).

3.3 Mean Value Theorem
The Mean Value Theorem says that, under good conditions, we have

f(b)− f(a)

b− a
= f ′(c) for some c ∈ (a, b).

If f(x) is the distance one travels by the time x, then the left side is the average
traveling speed from time a to time b. The Mean Value Theorem reflects the intu-
ition that one must travel at exactly the average speed at some some moment during
the trip. The theorem is used to establish many important results in differentiation
theory. A proof of the theorem uses the extreme values of differentiable functions.
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Maximum and Minimum

A function f(x) has a local maximum at x0 if f(x0) is the biggest value among all
the values near x0. In other words, there is δ > 0, such that

|x− x0| < δ =⇒ f(x0) ≥ f(x).

Similarly, f(x) has a local minimum at x0 if there is δ > 0, such that

|x− x0| < δ =⇒ f(x0) ≤ f(x).

Local maxima and local minima are also called local extrema.
In the definition above, the function is assumed to be defined on both sides

of x0. Similar definition can be made when the function is defined on only one side
of x0. For example, a function f(x) defined on a bounded closed interval [a, b] has
local maximum at a if there is δ > 0, such that

0 ≤ x− a < δ =⇒ f(a) ≥ f(x).

x
a b

absolute
max

absolute
min

local
max

local
min

local
max

Figure 3.3.1. maximum and minimum

A function f(x) has an absolute maximum at x0 if f(x0) is the biggest value
among all the values of f(x). In other words, we have f(x0) ≥ f(x) for any x in
the domain of f . The absolute minimum is similarly defined. Absolute extrema are
clearly also local extrema.

Proposition 3.3.1. Suppose a function f(x) is defined on both sides of x0 and has
a local extreme at x0. If f(x) is differentiable at x0, then f ′(x0) = 0.

Proof. Suppose f(x) is differentiable at x0, with f ′(x0) > 0. Fix any 0 < ε < f ′(x0).
Then there is δ > 0, such that

|x− x0| < δ =⇒ |f(x)− f(x0)− f ′(x0)(x− x0)| ≤ ε|x− x0|
⇐⇒ −ε|x− x0| ≤ f(x)− f(x0)− f ′(x0)(x− x0) ≤ ε|x− x0|.
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For x0 < x < x0 + δ, we have x− x0 = |x− x0|, and this implies

f(x)− f(x0) ≥ f ′(x0)(x− x0)− ε|x− x0| = (f ′(x0)− ε)|x− x0| > 0.

For x0 − δ < x < x0, we have x− x0 = −|x− x0|, and this implies

f(x)− f(x0) ≤ f ′(x0)(x− x0) + ε|x− x0| = −(f ′(x0)− ε)|x− x0| < 0.

Therefore f(x0) is strictly smaller than the right side and strictly bigger than the left
side. In particular, x0 is not a local extreme. The argument for the case f ′(x0) < 0
is similar.

We emphasize that the proof makes critical use of both sides of x0. For
a function f(x) defined on a bounded closed interval [a, b], this means that the
proposition may be applied to the interior points of the interval where the function
is differentiable. Therefore a local extreme point x0 must be one of the following
three cases.

1. a < x0 < b, f ′(x0) does not exist.

2. a < x0 < b, f ′(x0) exists and is 0.

3. x0 = a or b.

Typically, the three possibilities would provide finitely many candidates for the
potential local extrema. If we take the maximum and minimum of the values at
these points, then we get the absolute maximum and the absolute minimum.

Example 3.3.1. If f(x) is differentiable at x0, then f(x)2 is differentiable because this is
the composition with a differentiable function y2.

Conversely, suppose f(x) is continuous at x0. If f(x)2 is differentiable at x0 and
f(x0) > 0, then we have f(x) =

√
f(x)2 near x0. Since the square root function is

differentiable at f(x0), the composition f(x) is also differentiable at x0. Similarly, if
f(x0) < 0, then f(x) = −

√
f(x)2 near x0 and is differentiable at x0.

So we conclude that, if f(x0) 6= 0, then f(x)2 is differentiable at x0 if and only if
f(x) is differentiable at x0.

In case f(x0) = 0, x0 is a local minimum of f(x)2. Therefore the derivative of f(x)2

at x0 vanishes, and the linear approximation of f(x)2 at x0 is 0 + 0∆x = 0. This means
f(x)2 = o(x − x0), which is equivalent to f(x) = o(

√
|x− x0|). We conclude that, if

f(x0) = 0, then f(x)2 is differentiable at x0 if and only if f(x) = o(
√
|x− x0|).

Exercise 3.49. Suppose f(x) is continuous at x0. Find the conditions for f(x)3, f(x)
1
3 ,

f(x)
2
3 to be differentiable at x0. What about f(x)

m
n in general, where m,n are natural

numbers?

Exercise 3.50. Suppose f(x) is continuous at 0.

1. Prove that if f(0) 6∈ 1

2
π + Zπ, then sin f(x) is differentiable at 0 if and only if f(x)

is differentiable at 0.
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2. Prove that if f(0) =
1

2
π, then sin f(x) is differentiable at 0 if and only if f(x) =

1

2
π + o(

√
|x|) near 0.

Exercise 3.51. If f(x) has local maximum at x0 and is right differentiable at x0, prove that
f ′+(x0) ≤ 0. State the similar results for other local extrema and one sided derivatives.

Exercise 3.52. Suppose f(x) is differentiable on [a, b] (f is differentiable on (a, b), and
f ′+(a), f ′−(b) exist at the two ends). If f ′+(a) < 0 and f ′−(b) > 0, prove that the absolute
minimum of f lies in (a, b).

Exercise 3.53 (Darboux’s Intermediate Value Theorem). Suppose f(x) is differentiable on
[a, b], and γ lies between f ′+(a) and f ′−(b). Prove that f(x)− γx has an absolute extreme
in (a, b). Then prove that γ is the value of f somewhere in (a, b).

Exercise 3.54. Find a function f(x) that is differentiable everywhere on [−1, 1], yet f ′(x) is
not continuous. The examples shows that Darboux’s Intermediate Value Theorem is not
a consequence of the usual Intermediate Value Theorem.

Mean Value Theorem

Theorem 3.3.2 (Mean Value Theorem). Suppose f(x) is continuous on [a, b] and
differentiable on (a, b). Then there is c ∈ (a, b), such that

f(b)− f(a)

b− a
= f ′(c).

Geometrically, the quotient on the left is the slope of the line segment that
connects the end points of the graph of f(x) on [a, b]. The theorem says that the
line segment is parallel to some tangent line.

The conclusion of the theorem can also be written as

f(b)− f(a) = f ′(c)(b− a) for some c ∈ (a, b),

or
f(x+ ∆x)− f(x) = f ′(x+ θ∆x)∆x for some 0 < θ < 1.

Also note that a and b may be exchanged in the theorem, so that we do not have
to insist a < b (or ∆x > 0) for the equalities to hold.

Proof. The line connecting (a, f(a)) and (b, f(b)) is

L(x) = f(a) +
f(b)− f(a)

b− a
(x− a).

As suggested by Figure 3.3.2, the tangent lines parallel to L(x) can be found where
the difference

h(x) = f(x)− L(x) = f(x)− f(a)− f(b)− f(a)

b− a
(x− a)
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y

x

f(a)

f(b)

a b

max(f − L)

c2

min(f − L)

c1

Figure 3.3.2. Mean Value Theorem.

reaches maximum or minimum.
Since h(x) is continuous, by Theorem 2.4.2, it reaches maximum and minimum

at c1, c2 ∈ [a, b]. If both c1 and c2 are end points a and b, then the maximum and
the minimum of h(x) are h(a) = h(b) = 0. This implies h(x) is constantly zero on
the interval, so that h′(c) = 0 for any c ∈ [a, b]. If one of c1 and c2, denoted c, is
not an end point, then by Proposition 3.3.1, we have h′(c) = 0. In any case, we
have c ∈ (a, b) satisfying

h′(c) = f ′(c)− f(b)− f(a)

b− a
= 0.

Exercise 3.55. Find c in the Mean Value Theorem.

1. x3 on [−1, 1]. 2.
1

x
on [1, 2]. 3. 2x on [0, 1].

Exercise 3.56. Let f(x) = |x− 1|. Is there c ∈ [0, 3] such that f(3)− f(0) = f ′(c)(3− 0)?
Does your conclusion contradict the Mean Value Theorem?

Exercise 3.57. Suppose f(x) is continuous on [a, b] and differentiable on (a, b). Prove that
f(x) is Lipschitz (see Exercise 2.42) if and only if f ′(x) is bounded on (a, b).

Exercise 3.58. Determine the uniform continuity on (0, 1], [1,+∞), (0,+∞).

1. xp. 2. sinxp. 3. xp sin
1

x
.

Exercise 3.59 (Rolle12’s Theorem). Suppose f(x) is continuous on [a, b] and differentiable
on (a, b). Prove that if f(a) = f(b), then f ′(c) = 0 for some c ∈ (a, b).

12Michel Rolle, born 1652 in Ambert (France), died 1719 in Paris (France). Rolle invented the
notion n

√
x for the n-th root of x. His theorem appeared in an obscure book in 1691.
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Exercise 3.60. Suppose f(x) is continuous on [a, b] and is left and right differentiable on

(a, b). Prove that there is c ∈ (a, b), such that
f(b)− f(a)

b− a lies between f ′−(c) and f ′+(c).

Exercise 3.61. Suppose f(x) is continuous at x0 and differentiable on (x0−δ, x0)∪(x0, x0 +
δ). Prove that if limx→x0 f

′(x) = l converges, then f(x) is differentiable at x0 and f ′(x0) =
l.

Exercise 3.62. Suppose f(x) has continuous derivative on a bounded closed interval [a, b].
Prove that for any ε > 0, there is δ > 0, such that

|∆x| < δ =⇒ |f(x+ ∆x)− f(x)− f ′(x)∆x| ≤ ε|∆x|.

In other words, f(x) is uniformly differentiable.

Exercise 3.63. Suppose f(x) is continuous on [a, b] and differentiable on (a, b). Suppose
f(a) = 0 and |f ′(x)| ≤ A|f(x)| for a constant A.

1. Prove that f(x) = 0 on

[
a, a+

1

2A

]
.

2. Prove that f(x) = 0 on the whole interval [a, b].

Exercise 3.64. Suppose f(x) is continuous on [a, b] and differentiable on (a, b). Suppose
|λ(y)| ≤ A|y| for a constant A and sufficiently small y. Suppose f(a) = 0 and |f ′(x)| ≤
|λ(f(x))|.

1. Prove that f(x) = 0 on [a, a+ δ] for some δ > 0.

2. Prove that f(x) = 0 on the whole interval [a, b].

Note that if λ is differentiable at 0 and λ(0) = 0, then λ has the required property.

Cauchy’s Mean Value Theorem

A very useful extension of the Mean Value Theorem is due to Cauchy.

Theorem 3.3.3 (Cauchy’s Mean Value Theorem). Suppose f(x) and g(x) are con-
tinuous on [a, b] and differentiable on (a, b). If g′(x) is never zero, then there is
c ∈ (a, b), such that

f(b)− f(a)

g(b)− g(a)
=
f ′(c)

g′(c)
.

Geometrically, consider (g(x), f(x)) as a parameterized curve in R2. The
vector from one point at x = a to another point at x = b is (g(b)−g(a), f(b)−f(a)).
Cauchy’s Mean Value Theorem says that it should be parallel to a tangent vector
(g′(c), f ′(c)) at a point (g(c), f(c)) on the curve. This suggests that the theorem
may be proved by imitating the proof of the Mean Value Theorem, by considering

h(x) = f(x)− f(a)− f(b)− f(a)

g(b)− g(a)
(g(x)− g(a)).

The details are left to the reader.
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(g(a), f(a))

(g(b), f(b))

(g(x), f(x))

Figure 3.3.3. Cauchy’s Mean Value Theorem.

Exercise 3.65. Find c in Cauchy’s Mean Value Theorem.

1. f(x) = x3, g(x) = x2 on [1, 2].

2. f(x) = sinx, g(x) = cosx on
[
0,
π

2

]
.

3. f(x) = e2x, g(x) = ex on [−a, a].

Exercise 3.66. Explain why g(a) 6= g(b) under the assumption of Cauchy’s Mean Value
Theorem.

Exercise 3.67. Prove Cauchy’s Mean Value Theorem.

Exercise 3.68. Suppose the assumption that g′(x) is never zero is replaced by the (weaker)
assumption that g(x) is strictly monotone. What can you say about the conclusion of
Cauchy’s Mean Value Theorem.

Constant Function

A consequence of the Mean Value Theorem is that a non-changing quantity must
be a constant.

Proposition 3.3.4. Suppose f ′(x) = 0 for all x on an interval. Then f(x) is a
constant on the interval.

For any two points x1 and x2 in the interval, the Mean Value Theorem gives

f(x1)− f(x2) = f ′(c)(x1 − x2) = 0(x1 − x2) = 0,

for some c between x1 and x2. This proves the proposition.

Example 3.3.2. Suppose f(x) satisfies f ′(x) = af(x), where a is a constant. Then

(e−axf(x))′ = −ae−axf(x) + e−axf ′(x) = −ae−axf(x) + ae−axf(x) = 0.

Therefore e−axf(x) = c is a constant, and f(x) = ceax is a scalar multiple of the expo-
nential function.
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Exercise 3.69. Suppose f(x) satisfies f ′(x) = xf(x). Prove that f(x) = ce
x2

2 for some
constant c.

Exercise 3.70. Suppose f(x) satisfies |f(x) − f(y)| ≤ |x − y|p for some constant p > 1.
Prove that f(x) is constant.

Exercise 3.71. Prove that if f ′(x) = g′(x) for all x, then f(x) = g(x) + c for some constant
c.

Monotone Function

To find out whether a function f(x) is increasing near x0, we note that the linear
approximation f(x0)+f ′(x0)∆x is increasing if and only if the coefficient f ′(x0) ≥ 0.
Because of the approximation, we may expect that the condition f ′(x0) ≥ 0 implies
that f(x) is also increasing near x0. In fact, Exercise 3.78 shows that such an
expectation is wrong. Still, the idea inspires the following correct statement.

Proposition 3.3.5. Suppose f(x) is continuous on an interval and is differentiable
on the interior of the interval. Then f(x) is increasing if and only if f ′(x) ≥ 0.
Moreover, if f ′(x) > 0, then f(x) is strictly increasing.

We have similar result for decreasing functions.
Combined with Theorem 2.5.3, we find that f ′(x) 6= 0 near x0 implies the

invertibility of f(x) near x0. However, Exercise 3.41 shows that just f ′(x0) 6= 0
alone does not imply the invertibility.

Proof. Suppose f(x) is increasing. Then either f(y) = f(x), or f(y)− f(x) has the

same sign as y− x. Therefore
f(y)− f(x)

y − x
≥ 0 for any x 6= y. By taking y → x, we

get f ′(x) ≥ 0 for any x.
Conversely, for x < y, we have f(y)−f(x) = f ′(c)(y−x) for some c ∈ (x, y) by

the Mean Value Theorem. Then the assumption f ′(c) ≥ 0 implies f(y)− f(x) ≥ 0,
and the assumption f ′(c) > 0 implies f(y)− f(x) > 0.

Exercise 3.72. Suppose f(x) and g(x) are continuous on [a, b] and differentiable on (a, b).
Prove that if f(a) ≤ g(a) and f ′(x) ≤ g′(x) for x ∈ (a, b), then f(x) ≤ g(x) on [a, b].
Moreover, if one of the inequalities in the assumption is strict, then f(x) < g(x) on [a, b].
Finally, state the similar result for an interval on the left of a.

Exercise 3.73. Suppose f(x) is left and right differentiable on an interval. Prove that if
f ′+(x) ≥ 0 and f ′−(x) ≥ 0, then f(x) is increasing. Moreover, if the inequalities are strict,
then f(x) is strictly increasing.

Exercise 3.74 (Young13’s Inequality). Suppose p, q are real numbers satisfying
1

p
+

1

q
= 1.

13William Henry Young, born 1863 in London (England), died 1942 in Lausanne (Switzerland).
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1. For x > 0, prove that

x
1
p ≤ 1

p
x+

1

q
for p > 1, x

1
p ≥ 1

p
x+

1

q
for p < 1.

2. For x, y > 0, prove that

xy ≤ 1

p
xp +

1

q
yq for p > 1, xy ≥ 1

p
xp +

1

q
yq for p < 1.

When does the equality hold?

Exercise 3.75 (Hölder14’s Inequality). Suppose p, q > 0 satisfy
1

p
+

1

q
= 1. For positive

numbers a1, a2, . . . , an, b1, b2, . . . , bn, by taking a =
ai

(
∑
api )

1
p

and b =
bi

(
∑
bqi )

1
q

in

Young’s inequality, prove that∑
aibi ≤

(∑
api

) 1
p
(∑

bqi

) 1
q
.

When does the equality hold?

Exercise 3.76 (Minkowski15’s Inequality). Suppose p > 1. By applying Hölder’s inequality
to a1, a2, . . . , an, (a1 + b1)p−1, (a2 + b2)p−1, . . . , (an + bn)p−1 and then to b1, b2, . . . , bn,
(a1 + b1)p−1, (a2 + b2)p−1, . . . , (an + bn)p−1, prove that(∑

(ai + bi)
p
) 1
p ≤

(∑
api

) 1
p

+
(∑

bpi

) 1
p
.

When does the equality hold?

Exercise 3.77. Suppose f(x) is continuous for x ≥ 0 and differentiable for x > 0. Prove

that if f ′(x) is strictly increasing and f(0) = 0, then
f(x)

x
is also strictly increasing.

Exercise 3.78. Suppose p > 1, f(x) = x+ |x|p sin
1

x
for x 6= 0, and f(0) = 0.

1. Show that f(x) is differentiable everywhere, with f ′(0) = 1.

2. Show that if p < 2, then f(x) is not monotone on (0, δ) for any δ > 0.

L’Hôspital’s Rule

The derivative can be used to compute the function limits of the types
0

0
or
∞
∞

.

Young discovered a form of Lebesgue integration independently. He wrote an influential book
”The fundamental theorems of the differential calculus” in 1910.

14Otto Ludwig Hölder, born 1859 in Stuttgart (Germany), died 1937 in Leipzig (Germany).
He discovered the inequality in 1884. Hölder also made fundamental contributions to the group
theory.

15Hermann Minkowski, born 1864 in Alexotas (Russia, now Kaunas of Lithuania), died 1909 in
Göttingen (Germany). Minkowski’s fundamental contribution to geometry provided the mathe-
matical foundation of Einstein’s theory of relativity.
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Proposition 3.3.6 (L’Hôspital16’s Rule). Suppose f(x) and g(x) are differentiable
on (a− δ, a) ∪ (a, a+ δ) for some δ > 0. Assume

1. Either limx→a f(x) = limx→a g(x) = 0 or limx→a f(x) = limx→a g(x) =∞.

2. limx→a
f ′(x)

g′(x)
converges.

Then limx→a
f(x)

g(x)
also converges and limx→a

f(x)

g(x)
= limx→a

f ′(x)

g′(x)
.

One should not blindly use l’Hôspital’s rule whenever it comes to the limit of
a quotient, for three reasons.

First, one always needs to make sure that both conditions are satisfied. The
following counterexample

lim
x→0

1 + x

2 + x
=

1

2
, lim

x→0

(1 + x)′

(2 + x)′
= lim
x→0

1

1
= 1.

shows the necessity of the first condition. The second condition means that the

convergence of
f ′

g′
implies the convergence of

f

g
. The converse of this implication is

not necessarily true.
Second, using l’Hôspital’s rule may lead to logical fallacy. For example, the

following application of l’Hôspital’s rule is mathematically correct in the sense that
both conditions are satisfied

lim
x→0

sinx

x
= lim
x→0

(sinx)′

x′
= lim
x→0

cosx

1
= cos 0 = 1.

Logically, however, the argument above is circular: The conclusion limx→0
sinx

x
= 1

means that the derivative of sinx at 0 is 1. Yet the derivative of sinx is used in the
argument.

Third, using l’Hôspital’s rule is often more complicated than the use of ap-
proximations. For fairly complicated functions, it is simply complicated to compute
the derivatives.

Proof of l’Hôspital’s Rule. We will prove for the limit of the type limx→a+ only,
with a a finite number. Thus f(x) and g(x) are assumed to be differentiable on
(a, a+ δ).

First assume limx→a+ f(x) = limx→a+ g(x) = 0. Then f(x) and g(x) can be
extended to continuous functions on [a, a+δ) by defining f(a) = g(a) = 0. Cauchy’s
Mean Value Theorem then tells us that for any x ∈ [a, a+ δ), we have

f(x)

g(x)
=
f(x)− f(a)

g(x)− g(a)
=
f ′(c)

g′(c)
(3.3.1)

16Guillaume Francois Antoine Marquis de l’Hôspital, born 1661 in Paris (France), died 1704 in
Paris (France). His famous rule was found in his 1696 book “Analyse des infiniment petits pour
l’intelligence des lignes courbes”, which was the first textbook in differential calculus.
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for some c ∈ (a, x) (and c depends on x). As x → a+, we have c → a+. Therefore
if the limit on the right of (3.3.1) converges, so does the limit on the left, and the
two limits are the same.

Now consider the case limx→a+ f(x) = limx→a+ g(x) =∞. The technical dif-
ficulty here is that the functions cannot be extended to x = a as before. Still, we try

to establish something similar to (3.3.1) by replacing
f(x)− f(a)

g(x)− g(a)
with

f(x)− f(b)

g(x)− g(b)
,

where b > a is very close to a. The second equality in (3.3.1) still holds. Although

the first equality no longer holds, it is sufficient to show that
f(x)

g(x)
and

f(x)− f(b)

g(x)− g(b)
are very close. Of course all these should be put together in logical order.

Denote limx→a+
f ′(x)

g′(x)
= l. For any ε > 0, there is δ′ > 0, such that

a < x < b = a+ δ′ =⇒
∣∣∣∣f ′(x)

g′(x)
− l
∣∣∣∣ < ε.

Then by Cauchy’s Mean Value Theorem,

a < x < b =⇒
∣∣∣∣f(x)− f(b)

g(x)− g(b)
− l
∣∣∣∣ =

∣∣∣∣f ′(c)g′(c)
− l
∣∣∣∣ < ε, (3.3.2)

where a < x < c < b. In particular, the quotient
f(x)− f(b)

g(x)− g(b)
is bounded. Moreover,

since b has been fixed, by the assumption limx→a+ f(x) = limx→a+ g(x) = ∞, we
have

lim
x→a+

1− g(b)

g(x)

1− f(b)

f(x)

= 1.

Therefore, there is δ′ ≥ δ > 0, such that

a < x < a+ δ =⇒
∣∣∣∣f(x)

g(x)
− f(x)− f(b)

g(x)− g(b)

∣∣∣∣
=

∣∣∣∣f(x)− f(b)

g(x)− g(b)

∣∣∣∣
∣∣∣∣∣∣∣∣
1− g(b)

g(x)

1− f(b)

f(x)

− 1

∣∣∣∣∣∣∣∣ < ε.

Since a < x < a+ δ implies a < x < b, the conclusion of (3.3.2) also holds. Thus

a < x < a+ δ =⇒
∣∣∣∣f(x)

g(x)
− l
∣∣∣∣

≤
∣∣∣∣f(x)

g(x)
− f(x)− f(b)

g(x)− g(b)

∣∣∣∣+

∣∣∣∣f(x)− f(b)

g(x)− g(b)
− l
∣∣∣∣ < 2ε.

Exercise 3.79. Discuss whether l’Hôspital’s rule can be applied to the limits.
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1. limx→∞
x+ sinx

x− cosx
. 2. limx→+∞

x

x+ sinx
.

3. limx→0

x2 sin
1

x
sinx

.

Exercise 3.80. The Mean Value Theorem tells us

log(1 + x)− log 1 = x
1

1 + θx
, ex − 1 = xeθx,

for some 0 < θ < 1. Prove that in both cases, limx→0 θ =
1

2
.

Exercise 3.81. Use l’Hôspital’s rule to calculate the limit in Example 3.4.7. What do you
observe?

Exercise 3.82. Prove l’Hôspital’s rule for the case a = +∞. Moreover, discuss l’Hôspital’s
rule for the case l =∞.

3.4 High Order Approximation
Definition 3.4.1. A function f(x) is n-th order differentiable at x0 if it is approxi-
mated by a polynomial of degree n

p(x) = a0 + a1∆x+ a2∆x2 + · · ·+ an∆xn, ∆x = x− x0.

The n-th order approximation means that, for any ε > 0, there is δ > 0, such that

|∆x| < δ =⇒ |f(x)− p(x)| ≤ ε|∆x|n.

The definition means f ∼|∆x|n p, or

f(x) = a0 + a1∆x+ a2∆x2 + · · ·+ an∆xn + o(∆xn),

where o(∆xn) denotes a function R(x) satisfying lim∆x→0
R(x)

∆xn
= 0.

Example 3.4.1. By rewriting the function x4 as a polynomial in (x− 1)

f(x) = x4 = (1 + (x− 1))4 = 1 + 4(x− 1) + 6(x− 1)2 + 4(x− 1)3 + (x− 1)4,

we get high order approximations of x4 at 1

T1(x) = 1 + 4(x− 1),

T2(x) = 1 + 4(x− 1) + 6(x− 1)2,

T3(x) = 1 + 4(x− 1) + 6(x− 1)2 + 4(x− 1)3,

Tn(x) = 1 + 4(x− 1) + 6(x− 1)2 + 4(x− 1)3 + (x− 1)4, for n ≥ 4.

Therefore x4 is differentiable of any order. In general, a polynomial is differentiable of any
order.
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Example 3.4.2. Suppose we have a fifth order approximation

f(x) ∼|∆x|5 p(x) = a0 + a1∆x+ a2∆x2 + a3∆x3 + a4∆x4 + a5∆x5.

By the first part of Exercise 3.3 and Exercise 3.47, we get

a0 + a1∆x+ a2∆x2 + a3∆x3 ∼|∆x|3 a0 + a1∆x+ a2∆x2 + a3∆x3,

a4∆x4 + +a5∆x5 ∼|∆x|3 0.

By Proposition 3.2.3, we may add the approximations together to get

p(x) ∼|∆x|3 a0 + a1∆x+ a2∆x2 + a3∆x3.

On the other hand, by Exercise 3.4, f(x) ∼|∆x|5 p(x) implies f(x) ∼|∆x|3 p(x). Then by
the third part of Exercise 3.3, we have

f(x) ∼|∆x|3 a0 + a1∆x+ a2∆x2 + a3∆x3.

In general, suppose two natural numbers satisfy m < n. If f(x) is n-th order differ-
entiable at x0 with n-th order approximation p(x), then f(x) is m-th order differentiable
at x0 with the m-th order truncation of p(x) as the m-th order approximation.

Example 3.4.3. The quadratic (second order) approximation means that for any ε > 0,
there is δ > 0, such that

|∆x| < δ =⇒ |f(x)− a0 − a1∆x− a2∆x2| ≤ ε|∆x|2.

By Example, 3.4.2, we know a0 + a1∆x is the linear approximation of f(x) at x0. This

means f(x) is continuous at x0, a0 = f(x0), and a1 = limx→x0
f(x)− f(x0)

x− x0
= f ′(x0)

converges. After getting a0, a1, the implication above means

0 < |∆x| < δ =⇒
∣∣∣∣f(x)− f(x0)− f ′(x0)∆x

∆x2
− a2

∣∣∣∣ ≤ ε.
This means exactly the convergence of a2 = limx→x0

f(x)− f(x0)− f ′(x0)∆x

∆x2
.

A consequence of the example is the uniqueness of quadratic approximation. In
general, the n-th order approximation is a unique n-th order polynomial..

Exercise 3.83. Prove that if p and q are n-th order approximations of f and g, then p+ q
is the n-th order approximations of f + g.

Exercise 3.84. Prove that if p and q are n-th order approximations of f and g, then the
n-th order truncation of pq is the n-th order approximations of fg.

Exercise 3.85. Prove that if p and q are n-th order approximations of f and g, then the
n-th order truncation of q ◦ p is the n-th order approximations of g ◦ f .

Exercise 3.86. How are the high order approximations of f(x) and f(x2) at 0 related?
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Exercise 3.87. Directly prove the uniqueness of high order approximation: If

f(x) ∼|∆x|n p(x) = a0 + a1∆x+ a2∆x2 + · · ·+ an∆xn,

f(x) ∼|∆x|n q(x) = b0 + b1∆x+ b2∆x2 + · · ·+ bn∆xn,

then p(x) = q(x) (i.e., a0 = b0, a1 = b1, . . . , an = bn).

Exercise 3.88. Prove that f(x) is n order differentiable at x0 if and only if the following
are satisfied.

• f is continuous at x0. Let a0 = f(x0).

• The limit a1 = limx→x0
1

∆x
(f(x)− a0) converges.

• The limit a2 = limx→x0
1

∆x2
(f(x)− a0 − a1∆x) converges.

• · · · .
• The limit an = limx→x0

1
(x−x0)n

(f(x)− a0 − a1∆x− · · · − an−1∆xn−1) converges.

Moreover, the n-th order approximation is given by a0 + a1∆x+ a2∆x2 + · · ·+ an∆xn.

Exercise 3.89. Suppose f(x) has n-th order approximation at x0 by polynomial p(x) of
degree n. Prove that f is (n + k)-th order differentiable at x0 if and only if f(x) =
p(x) + g(x)∆xn for a function g(x) that is k-th order differentiable at x0. The exercise
is the high order generalixation of Exercise 3.17. The high derivative version is Exercise
3.127.

Exercise 3.90. Define high order left and right differentiability. What is the relation be-
tween the usual high order differentiability and one sided high order differentiability?

Exercise 3.91. Prove that the high order approximation of an even function at 0 contains
only terms of even power. What about an odd function?

Exercise 3.92. Suppose f(x) has cubic approximation p(x) = a0 + a1x+ a2x
2 + a3x

3 at 0.
Find the exact condition on p(x) such that f(

√
|x|) is differentiable at 0.

Exercise 3.93. Suppose limx→x0 f(x) = 0 and g(x) = f(x) + o(f(x)2).

1. Prove that limx→x0 g(x) = 0 and f(x) = g(x) + o(g(x)2).

2. Prove that f(x) is second order differentiable at x0 if and only if g(x) is second order
differentiable at x0.

Taylor Expansion

A function f(x) is differentiable on an open interval if it is differentiable at every
point of the interval. Then the derivative f ′(x) is also a function on the interval.
If the function f ′(x) is also differentiable on the interval, then we have the second
order derivative function f ′′(x). If the function f ′′(x) is again differentiable, then
we have the third order derivative f ′′′(x). In general, the n-th order derivative of

f(x) is denoted f (n)(x) or
dnf

dxn
. A function is smooth if it has derivatives of any

order.
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When we say f has n-th order derivative at x0, we mean f has (n − 1)st
order derivative f (n−1) on an interval containing x0, and the function f (n−1) is
differentiable at x0. By Proposition 3.1.5, the differentiability is equivalent to the
existence of the n-th order derivative f (n)(x0) = (f (n−1))′(x0).

Theorem 3.4.2. Suppose f(x) has the n-th order derivative f (n)(x0) at x0. Then

Tn(x) = f(x0) + f ′(x0)(x− x0) +
f ′′(x0)

2
(x− x0)2 + · · ·+ f (n)(x0)

n!
(x− x0)n

is an n-th order approximation of f(x) at x0. In particular, the function is n-th
order differentiable at x0.

The polynomial Tn(x) is the n-th order Taylor expansion. The theorem says
that the existence of n-th order derivative at x0 implies the n-th order differentia-
bility at x0. Example 3.4.8 shows that the converse is not true.

One may also introduce n-th order one sided derivatives. See Exercise 3.100.
It is easy to compute the following high order derivatives

(xp)(n) = p(p− 1) · · · (p− n+ 1)xp−n,

((ax+ b)p)(n) = p(p− 1) · · · (p− n+ 1)an(ax+ b)p−n,

(ex)(n) = ex,

(ax)(n) = ax(log a)n,

(log |x|)(n) = (−1)n−1(n− 1)!x−n.

It is also easy to calculate the high order derivatives of sine and cosine functions.
Then we get the following Taylor expansions at 0

(1 + x)p = 1 + px+
p(p− 1)

2!
x2 +

p(p− 1)(p− 2)

3!
x3

+ · · ·+ p(p− 1) · · · (p− n+ 1)

n!
xn + o(xn),

1

1− x
= 1 + x+ x2 + x3 + · · ·+ xn + o(xn),

ex = 1 + x+
1

2!
x2 +

1

3!
x3 + · · ·+ 1

n!
xn + o(xn),

log(1 + x) = x− 1

2
x2 +

1

3
x3 + · · ·+ (−1)n−1

n
xn + o(xn),

sinx = x− 1

3!
x3 +

1

5!
x5 + · · ·+ (−1)n+1

(2n− 1)!
x2n−1 + o(x2n),

cosx = 1− 1

2!
x2 +

1

4!
x4 + · · ·+ (−1)n

(2n)!
x2n + o(x2n+1).

Theorem 3.4.2 concludes that the remainder Rn(x) = f(x) − Tn(x) satisfies

lim∆x→0
Rn(x)

∆xn
= 0. Under slightly stronger assumption, more can be said about

the remainder.
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Proposition 3.4.3 (Lagrange17). Suppose f(t) has (n+1)-st order derivative between
x and x0. Then there is c between x and x0, such that

Rn(x) =
f (n+1)(c)

(n+ 1)!
(x− x0)n+1. (3.4.1)

When n = 0, the conclusion is exactly the Mean Value Theorem. The formula
(3.4.1) is called the Lagrange form of the remainder. Exercises 3.133 and 4.49 give
two other formulae for the remainder.

Proof. We note that the remainder satisfies

Rn(x0) = R′n(x0) = R′′n(x0) = · · · = R(n)
n (x0) = 0.

Therefore by Cauchy’s Mean Value Theorem, we have

Rn(x)

(x− x0)n
=

Rn(x)−Rn(x0)

(x− x0)n − (x0 − x0)n
=

R′n(c1)

n(c1 − x0)n−1

=
R′n(c1)−R′n(x0)

n((c1 − x0)n−1 − (x0 − x0)n−1)
=

R′′n(c2)

n(n− 1)(c2 − x0)n−2

= · · · = R
(n−1)
n (cn−1)

n(n− 1) · · · 2(cn−1 − x0)

for some c1 between x0 and x, c2 between x0 and c1, . . . , and cn−1 between x0 and
cn−2. Then we have

lim
x→x0

Rn(x)

(x− x0)n
=

1

n!
lim

cn−1→x0

R
(n−1)
n (cn−1)−R(n−1)

n (x0)

cn−1 − x0
=

1

n!
R(n)
n (x0) = 0.

This proves Theorem 3.4.2.
Now suppose f has (n + 1)-st order derivative between x0 and x. Then we

have similar computation

Rn(x)

(x− x0)n+1
=

Rn(x)−Rn(x0)

(x− x0)n+1 − (x0 − x0)n+1
=

R′n(c1)

(n+ 1)(c1 − x0)n

= · · · = R
(n)
n (cn)

(n+ 1)n(n− 1) · · · 2(cn − x0)

=
R

(n)
n (cn)−R(n)

n (x0)

(n+ 1)!(cn − x0)
=
R

(n+1)
n (c)

(n+ 1)!
=
f (n+1)(c)

(n+ 1)!
,

where c is between x0 and x. The last equality is due to that fact that the (n+1)-st
order derivative of the degree n polynomial Tn(x) is zero.

17Joseph-Louis Lagrange, born 1736 in Turin (Italy), died 1813 in Paris (France). In analysis,
Lagrange invented calculus of variations, Lagrange multipliers, and Lagrange interpolation. He
invented the method of solving differential equations by variation of parameters. In number theory,
he proved that every natural number is a sum of four squares. He also transformed Newtonian
mechanics into a branch of analysis, now called Lagrangian mechanics.
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Example 3.4.4. By comparing

x4 = (1 + (x− 1))4 = 1 + 4(x− 1) + 6(x− 1)2 + 4(x− 1)3 + (x− 1)4

with the Taylor expansion formula, we get

f ′(1) = 4, f ′′(1) = 6 · 2! = 12, f ′′′(1) = 4 · 3! = 24, f (4)(1) = 4! = 24,

and f (n)(1) = 0 · n! = 0 for n > 4.

Example 3.4.5. Suppose f(x) has second order derivative at x0. Then we have

f(x0 + ∆x) = f(x0) + f ′(x0)∆x+
f ′′(x0)

2
∆x2 + o(∆x2)

f(x0 + 2∆x) = f(x0) + 2f ′(x0)∆x+ 2f ′′(x0)∆x2 + o(∆x2).

This implies

f(x0 + 2∆x)− 2f(x0 + ∆x) + f(x0) = f ′′(x0)∆x2 + o(∆x2),

and gives another expression of the second order derivative as a limit

f ′′(x0) = lim
∆x→0

f(x0 + 2∆x)− 2f(x0 + ∆x) + f(x0)

∆x2
.

Exercises 3.96 and 3.97 extend the example.

Example 3.4.6. Suppose f(x) has second order derivative on [0, 1]. Suppose |f(0)| ≤ 1,
|f(1)| ≤ 1 and |f ′′(x)| ≤ 1. We would like to estimate the size of f ′(x).

Fix any 0 < x < 1. By the second order Taylor expansion at x and the remainder
formula, we have

f(0) = f(x) + f ′(x)(0− x) +
f ′′(c1)

2
(0− x)2, c1 ∈ (0, x),

f(1) = f(x) + f ′(x)(1− x) +
f ′′(c2)

2
(1− x)2, c2 ∈ (x, 1).

Subtracting the two, we get

f ′(x) = f(1)− f(0) +
f ′′(c1)

2
x2 − f ′′(c2)

2
(1− x)2.

By the assumption on the sizes of f(1), f(0) and f ′′(x), we then get

|f ′(x)| ≤ 2 +
1

2
(x2 + (1− x)2) ≤ 5

2
.

Exercise 3.94. Suppose f ′′(0) exists and f ′′(0) 6= 0. Prove that in the Mean Value Theorem

f(x)−f(0) = xf ′(θx), we have limx→0 θ =
1

2
. This generalizes the observation in Exercise

3.82.

Exercise 3.95. Suppose f(x) has second order derivative at x0. Let h and k be small,
distinct and nonzero numbers. Find the quadratic function q(x) = a + b∆x + c∆x2

satisfying

q(x0) = f(x0), q(x0 + h) = f(x0 + h), q(x0 + k) = f(x0 + k).
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Then prove that limh,k→0 b = f ′(x0) and limh,k→0 c =
f ′′(x0)

2
as long as

h

h− k is kept

bounded. This provides the geometrical interpretation of the quadratic approximation.

Exercise 3.96. Find suitable conditions among constants a, b, λ, µ so that λf(x0 + a∆x) +
µf(x0 +b∆x)+f(x0) = f ′′(x0)∆x2 +o(∆x2) holds for functions with second order deriva-
tive.

Exercise 3.97. For h 6= 0, we have the difference operator ∆ = ∆h, which can be applied
to a function f(x) to produce a new function

∆f(x) = f(x+ h)− f(x).

By repeatedly applying the operator, we get the high order difference operator

∆nf(x) = ∆(∆n−1f)(x) = ∆n−1(∆f)(x).

1. Prove that ∆(af + bg) = a∆f + b∆g and ∆(f(x+ b)) = (∆f)(x+ b).

2. Prove that ∆nf(x) =
∑n
i=0(−1)n−i

n!

i!(n− i)!f(x+ ih).

3. Prove that ∆n(ax+ b)k = 0 for k < n and ∆n(ax+ b)n = n!anhn.

4. If f (n)(x0) exists, prove that

f (n)(x0) = lim
h→0

∆nf(x0)

hn
= lim
h→0

∆nf(x0 + h)

hn
.

The last formula for f (n)(x0) generalises the formula for f ′′(x0) in Example 3.4.5.

Exercise 3.98. Prove that if there is M , such that |f (n)(x)| ≤ M for all n and x ∈ [a, b],
then the Taylor expansion of f(x) converges to f(x) for x ∈ [a, b].

Exercise 3.99. Suppose f(x) has the third order derivative on [−1, 1], such that f(−1) = 0,
f(0) = 0, f(1) = 1, f ′(0) = 0. Prove that there are x ∈ [−1, 0] and y ∈ [0, 1], such that
f ′′′(x) + f ′′′(y) = 6.

Exercise 3.100. Define high order left and right derivatives. What are some properties of
high order one sided derivative?

Differentiability vs Derivative

Proposition 3.1.5 says that the first order differentiability is equivalent to the ex-
istence of the first order derivative. However, the high order differentiability does
not necessarily imply the existence of the high order derivative. In other words, the
converse of Theorem 3.4.2 is not true.

Example 3.4.7. In Example 3.1.3, we studied the first order differentiability (equivalent
to first order derivative) of |x|p, p > 0, at x0 = 0. Here we study the high order differen-
tiability and high order derivative.

If p is an even integer, then |x|p = xp is a polynomial, which is smooth and is
differentiable of any order.
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If p is an odd integer, then |x|p = xp for x ≥ 0 and |x|p = −xp for x ≤ 0. We will
assume p = 3 in the subsequent discussion, and the general case is similar. The function
has second order derivative

(|x|3)′ =


3x2, if x > 0,

0, if x = 0,

−3x2, if x < 0,

(|x|3)′′ =


6x, if x ≥ 0,

0, if x = 0,

−6x, if x ≤ 0.

By Proposition 3.4.2, the function is second order differentiable at 0, with 0 as the quadratic
approximation. Therefore by Example 3.4.2, if |x|3 is third order differentiable, then the
cubic approximation must be of the form bx3. However, this implies |x|3 = bx3 + o(x3), so

that limx→0
|x|3

x3
= b converges. Since this is not true, we conclude that |x|3 is not third

order differentiable at 0. By Proposition 3.4.2 (or by direct verification using the formula
for (|x|3)′′), the function does not have third order derivative at 0. In general, for odd p,
the function |x|p is (p−1)-st order differentiable at 0 but not p-th order differentiable. The
function also has (p− 1)-st order derivative at 0 but does not have p-th order derivative.

Next we consider the case p is not an integer. Again, we take p = 2.5 as an example.
The function has second order derivative

(|x|2.5)′ =


2.5|x|1.5, if x > 0,

0, if x = 0,

−2.5|x|1.5, if x < 0,

(|x|2.5)′′ =


3.75|x|0.5, if x ≥ 0,

0, if x = 0,

−3.75|x|0.5, if x ≤ 0.

By Proposition 3.4.2, the function is second order differentiable at 0, with 0 as the quadratic
approximation. Therefore if |x|2.5 is third order differentiable, then the cubic approx-
imation must be of the form bx3. However, this implies |x|2.5 = bx3 + o(x3), so that

limx→0
|x|2.5

x3
= b converges. Since the limit actually diverges to infinity, we conclude that

|x|2.5 is not third order differentiable at 0. By Proposition 3.4.2 (or by direct verification
using the formula for (|x|2.5)′′), the function does not have third order derivative at 0. In
general, for n < p < n+ 1, n integer, the function |x|p is n-th order differentiable at 0 but
not (n + 1)-st order differentiable. The function also has n-th order derivative at 0 but
does not have (n+ 1)-st order derivative.

We note that the n-order differentiability and the existence of the n-order derivative
are the same for |x|p.

Example 3.4.8. Suppose |f(x)| ≤ |x|p for some p > n, n a natural number. Then we have
f(x) = 0 + 0x+ 0x2 + · · ·+ 0xn + o(xn). Therefore the function is n-th order differentiable
at 0, with 0 as the approximation.

On the other hand, the function does not even need to be continuous away from 0.
An example is given by

f(x) = |x|pD(x) =

{
|x|p, if x is rational,

0, if x is irrational.

Since the only continuity of the function is at 0, f ′(x) does not exist for x 6= 0. Since
the first order derivative is not a function, the second and higher order derivatives are not
defined.

Exercise 3.101. Determine high order differentiability and the existence of high order
derivative at 0.
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1. f(x) =

{
x3, if x is rational,

0, if x is irrational.

2. f(x) =

x3 sin
1

x2
, if x 6= 0,

0, if x = 0.

3.

{
axp, if x ≥ 0,

b(−x)q, if x < 0.

4.

|x|
p sin

1

|x|q , if x 6= 0,

0, if x = 0.

Analytic Function

Suppose a function has high order derivative of any order at x0. Then the Taylor
expansion Tn(x) is better and better approximation of f(x) as n gets larger and
larger. The analogue would be measuring the length of an object by more and more
accurate ruler (meter, centimeter, millimeter, micrometer, nanometer, picometer,
etc.). The problem is whether such measurement determines the actual length.

The following example gives a function that has all the high order derivatives
at 0 to be 0, and yet the function is nonzero. This is analogous to an object that
always has length 0 no matter how accurate our ruler is, and yet the object has
nonzero length.

Example 3.4.9 (Cauchy). Let p(x) be a polynomial and

f(x) =

p
(

1

x

)
e
− 1
x2 , if x 6= 0,

0, if x = 0.

At x 6= 0, we have

f ′(x) =

[
−p′

(
1

x

)
1

x2
+ p

(
1

x

)
2

x3

]
e
− 1
x2 = q

(
1

x

)
e
− 1
x2 ,

where q(x) = −p′(x)x2 − 2p(x)x3 is also a polynomial. Moreover, by limx→0 x
ke
− 1
x2 =

limx→+∞ x
− k

2 e−x = 0 for any k, we have

f ′(0) = lim
x→0

f(x)

x
= lim
x→0

1

x
p

(
1

x

)
e
− 1
x2 = 0.

Therefore f ′(x) is of the same type as f(x), with another polynomial q(x) in place of p(x).
In particular, we conclude that

f(x) =

{
e
− 1
x2 , if x 6= 0,

0, if x = 0,

has derivatives of all orders, and f (n)(0) = 0 for any n. This implies that the Taylor
expansion of the function is 0 at any order.

Exercise 3.102. Prove that the function

f(x) =

{
e
− 1
|x| , if x 6= 0,

0, if x = 0,

has all high order derivatives equal to 0.
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A function is called analytic if it is the limit of its Taylor series. We will see
that this is equivalent to that the function is the limit of a power series. The usual
functions such as polynomials, power functions, exponential functions, logarithmic
functions, trigonometric functions, and inverse trigonometric functions are all ana-
lytic. Moreover, the addition, multiplication and composition of analytic functions
are still analytic. To truly understand analytic functions (and the claims on what
functions are analytic), one need to study complex analysis.

3.5 Application

Maximum and Minimum

Suppose f(x) is differentiable at x0. By Proposition 3.3.1, a necessary condition for
x0 to be a local extreme is f ′(x0) = 0. High order approximations can be further
used to determine whether x0 is indeed a local extreme.

Proposition 3.5.1. Suppose f(x) has n-th order approximation a + b(x − x0)n at
x0, with b 6= 0.

1. If n is odd and b 6= 0, then x0 is not a local extreme.

2. If n is even and b > 0, then x0 is a local minimum.

3. If n is even and b < 0, then x0 is a local maximum.

Proof. We can essentially copy the proof of Proposition 3.3.1. We already know
a = f(x0). Fix any 0 < ε < |b|, so that b− ε and b have the same sign. Then there
is δ > 0, such that

|x− x0| < δ =⇒ |f(x)− f(x0)− b(x− x0)n| ≤ ε|x− x0|n

⇐⇒ −ε|x− x0|n ≤ f(x)− f(x0)− b(x− x0)n ≤ ε|x− x0|n.

Suppose n is odd and b > 0, which implies b−ε > 0. Then for x0 < x < x0 +δ,
we have x− x0 = |x− x0|, and

f(x)− f(x0) ≥ b(x− x0)n − ε|x− x0|n = (b− ε)|x− x0|n > 0.

Moreover, for x0 − δ < x < x0, we have x− x0 = −|x− x0|, and (by n odd)

f(x)− f(x0) ≤ b(x− x0)n + ε|x− x0|n = −(b− ε)|x− x0|n < 0,

Therefore f(x0) is strictly smaller than the right side and strictly bigger than the
left side. In particular, x0 is not a local extreme. The argument for the case b < 0
is similar.

Suppose n is even and b > 0, which implies b− ε > 0. Then for |x− x0| < δ,
we have (x− x0)n = |x− x0|n, and

f(x)− f(x0) ≥ b(x− x0)n − ε|x− x0|n = (b− ε)|x− x0|n ≥ 0.

Therefore x0 is a local minimum. The proof for the case b < 0 is similar.
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Suppose f(x) has high order derivatives. Then we have high order approxi-
mations by the Taylor expansion. If

f ′(x0) = f ′′(x0) = · · · = f (n−1)(x0) = 0, f (n)(x0) 6= 0,

then the proposition says the following.

1. If n is odd, then x0 is not a local extreme.

2. If n is even and f (n)(x0) > 0, then x0 is a local minimum.

3. If n is even and f (n)(x0) < 0, then x0 is a local maximum.

This is the generalisation of the first and second order derivative tests for local
extrema. We emphasise that the real test is Proposition 3.5.1, which does not
require the existence of high order derivatives.

Example 3.5.1. By

sinx− x = −1

6
x3 + o(x4),

0 is not a local extreme of sinx− x. By

cosx+ secx = 1− 1

2!
x2 +

1

4!
x4 + o(x5) +

1

1− 1
2!
x2 + 1

4!
x4 + o(x5)

= 1− 1

2!
x2 +

1

4!
x4 + 1 +

(
1

2!
x2 − 1

4!
x4

)
+

(
1

2!
x2

)2

+ o(x5)

= 2 +
1

6
x4 + o(x5),

0 is a local minimum of cosx+ secx.

Example 3.5.2. The function

x2 + x3D(x) =

{
x2 + x3, if x is rational,

x2, if x is irrational,

is first order differentiable at only 0. However, the function second order differentiable at
0, with quadratic approximation x2. Therefore 0 is a local minimum.

Exercise 3.103. Do the second and third parts of Proposition 3.5.1 hold if > and < are
replaced by ≥ and ≤?

Exercise 3.104. Find local extrema.

1. 6x10 − 10x6.

2. x log x.

3. (x2 + 1)ex.

4.

(
1 + x+

1

2
x2

)
e−x.

5.

(
1 + x+

1

2
x2 +

1

6
x3

)
e−x.

Exercise 3.105. Computer the Taylor expansion of sinx − tanx up to 3-rd order and de-
termine whether 0 is a local extreme.
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Exercise 3.106. Let m be a natural number. Let n be an odd natural number. Determine
the local extrema of (x+ 1)x

m
n .

Exercise 3.107. Determine the local extrema of

f(x) =


1

x4
e
− 1
x2 , if x 6= 0,

0, if x = 0.

Exercise 3.108. Suppose g(y) has n-th order approximation a+b(y−y0)n at y0, with b 6= 0.
Suppose f(x) is continuous at x0 and f(x0) = y0. Find the condition for g(f(x)) to be
differentiable at x0.

Convex and Concave

A function is convex if the line segment Lx,y connecting any two points (x, f(x))
and (y, f(y)) on the graph of f lies above the graph of f . In other words, for any
x < z < y, the point (z, f(z)) lies below Lx,y. This means the inequality

Lx,y(z) = f(y) +
f(y)− f(x)

y − x
(z − y) ≥ f(z). (3.5.1)

The left of Figure 3.5.1 illustrates the definition, and also shows that the convexity
is equivalent to any one of the following.

1. slope of Lx,y ≤ slope of Lz,y.

2. slope of Lx,z ≤ slope of Lx,y.

3. slope of Lx,z ≤ slope of Lz,y.

Algebraically, it is not difficult to verify by direct computation that (3.5.1) and the
three conditions are equivalent.

x yz

Lx,y

Lx,z
Lz,y

1− λ λ
x z w y

Figure 3.5.1. convex function

The convexity can also be rephrased as follows. Write z = λx+(1−λ)y. Then
x < z < y is equivalent to 0 < λ < 1. Either geometrical consideration or algebraic
computation gives

Lx,y(z) = λf(x) + (1− λ)f(y).
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Then the convexity is means

f(λx+ (1− λ)y) ≤ λf(x) + (1− λ)f(y) for any 0 < λ < 1. (3.5.2)

This can be extended to Jensen18’s inequality in Exercise 3.118.
A function is concave if the line segment connecting two points on the graph

of f lies below the graph of f . By exchanging the directions of the inequalities, all
the discussions about convex functions can be applied to concave functions.

Proposition 3.5.2. A convex function f(x) has both one sided derivatives every-
where in the interior of interval, and satisfies

x < y =⇒ f ′−(x) ≤ f ′+(x) ≤ f ′−(y) ≤ f ′+(y).

Moreover, a convex function is continuous in the interior of interval.

Proof. On the right of Figure 3.5.1, by the third convexity condition, we have

slope of Lx,z ≤ slope of Lz,w ≤ slope of Lz,y.

For fixed z, the inequalities tell us the following.

1. As y → z+, the slope of Lz,y is decreasing.

2. The slope of Lx,z is a lower bound of Lz,y for all y > z.

This implies that the right derivative converges and is bounded below by the slope
of Lx,z

f ′+(z) = lim
y→z+

(slope of Lz,y) ≥ slope of Lx,z.

The existence of left derivative can be proved similarly. Then by taking x→ z− on
the right in the inequality above, we get

f ′+(z) ≥ lim
x→z−

slope of Lx,z = f ′−(z).

To prove the inequality in the proposition, it remains to prove x < y implying
f ′+(x) ≤ f ′−(y). We note that

slope of Lx,z ≤ slope of Lz,w ≤ slope of Lw,y.

By taking z → x+ and w → y−, we get f ′+(x) ≤ f ′−(y).
Finally, by Proposition 3.1.3, the existence of one sided derivatives implies the

left and right continuity, which is the same as continuity.

The converse of Proposition 3.5.2 is also true. The following is the partial
converse. The full converse is left as Exercise 3.113.

18Johan Jensen, born 1859 in Nakskov (Denmark), died 1925 in Copenhagen (Denmark). He
proved the inequality in 1906.
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Proposition 3.5.3. Suppose f(x) is differentiable on an interval. Then f(x) is
convex if and only if f ′(x) is increasing.

By Propositions 3.3.5, if f ′(x) is also differentiable, then f(x) is convex if and
only if the second order derivative f ′′(x) = (f ′(x))′ ≥ 0.

Proof. Suppose f ′ is increasing and x < z < y. By the Mean Value Theorem, we
have

slope of Lx,z = f ′(c) for some c ∈ (x, z),

slope of Lz,y = f ′(d) for some d ∈ (z, y).

By c < d, we have f ′(c) ≤ f ′(d). This verifies the third condition for convexity.

Example 3.5.3. The derivative (− log x)′ = − 1

x
is decreasing for x > 0. Therefore − log x

is a convex function. If p, q > 0 satisfy
1

p
+

1

q
= 1, then by taking λ, x, y to be

1

q
, xp, yq in

(3.5.2), we have

log

(
1

p
xp +

1

q
yq
)
≥ 1

p
log xp +

1

q
log yq = log xy.

Taking the exponential, we get the Young’s inequality in Exercise 3.74.

Exercise 3.109. Are the sum, product, composition, maximum, minimum of two convex
functions still convex?

Exercise 3.110. Prove that a function f(x) on an open interval (a, b) is convex if and only
if for any a < x < y < b, we have f(z) ≥ Lx,y(z) for any z ∈ (a, x) and z ∈ (y, b).

Exercise 3.111. Suppose f(x) is a convex function. Prove that x < y implies

f ′+(x) ≤ f(y)− f(x)

y − x ≤ f ′−(y).

Exercise 3.112. Prove that a function f(x) on an open interval is convex if and only if for
any z, there is a linear function K(x) such that K(z) = f(z) and K(x) ≤ f(x) for all x.

Exercise 3.113. Prove that a function f(x) on an open interval is convex if and only if f(x)
is left and right differentiable, and

x < y =⇒ f ′−(x) ≤ f ′+(x) ≤ f ′−(y) ≤ f ′+(y).

Exercise 3.114. Prove that a continuous convex function f(x) on [a, b] can be extended to
a convex function on R if and only if f ′+(a) and f ′−(b) are bounded.

Exercise 3.115. Prove that the a convex function is differentiable at all but countably many
places. Exercise 5.138 gives a construction that, for any given countably many places, there
is a convex function not differentiable at exactly the given places.
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Exercise 3.116. Verify the convexity of x log x and then use the property to prove the
inequality (x+ y)x+y ≤ (2x)x(2y)y.

Exercise 3.117. Suppose p ≥ 1. Show that xp is convex for x > 0. Then for non-negative
a1, a2, . . . , an, b1, b2, . . . , bn, take

x =
ai

(
∑
api )

1
p

, y =
bi

(
∑
bpi )

1
p

, λ =
(
∑
api )

1
p

(
∑
api )

1
p + (

∑
bpi )

1
p

,

in the inequality (3.5.2) and derive Minkowski’s inequality in Exercise 3.76.

Exercise 3.118 (Jensen’s Inequality). Suppose f(x) is a convex function. For any λ1, λ2,
. . . , λn satisfying λ1 + λ2 + · · ·+ λn = 1 and 0 < λi < 1, prove that

f(λ1x1 + λ2x2 + · · ·+ λnxn) ≤ λ1f(x1) + λ2f(x2) + · · ·+ λnf(xn).

Then use this to prove that for xi > 0, we have

n
√
x1x2 · · ·xn ≤

x1 + x2 + · · ·+ xn
n

≤ p

√
xp1 + xp2 + · · ·+ xpn

n
for p ≥ 1,

and

(x1x2 · · ·xn)
x1+x2+···+xn

n ≤ xx11 xx22 · · ·x
xn
n .

Exercise 3.119. Prove that a continuous function on an interval is convex if and only if
f(x) + f(y)

2
≥ f

(x+ y

2

)
for any x and y on the interval.

3.6 Additional Exercise
Mean Value Theorem for One Sided Derivative

Exercise 3.120. Suppose f(x) is a continuous function on [a, b] and l <
f(b)− f(a)

b− a .

1. Construct a linear function L(x) satisfying L′(x) = l and L(a) > f(a), L(b) < f(b).

2. For the linear function L(x) in the first part, prove that

c = sup{x ∈ (a, b) : L(x) ≥ f(x) on [a, x]}

satisfies a < c < b and L(c) = f(c).

3. Prove that if f(x) has any one sided derivative at c, then the one sided derivative is
no less than l.

Exercise 3.121. 19 Suppose f(x) is a continuous function on [a, b], such that at any point
in (a, b), the function is either left or right differentiable. Let f ′∗(x) be one of the one side
derivatives at x. Prove that

inf
(a,b)

f ′∗ ≤
f(b)− f(a)

b− a ≤ sup
(a,b)

f ′∗.

19See “Some Remarks on Functions with One-Sided Derivatives” by Miller and Výborný, Amer-
ican Math Monthly 93 (1986) 471-475.
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Exercise 3.122. Suppose f(x) is either left or right differentiable at any x ∈ (a, b), and a
one sided derivative f ′∗(x) is chosen at every x. Prove that if f ′∗(x) is increasing, then f(x)
is convex on (a, b).

Existence of High Order Derivative

Exercise 3.89 tells us the condition for a function to be (n + k)-th order differentiable at
x0 when we already know the function is n-th order differentiable at x0. The high order
derivative version of the problem is the following: Suppose f (n)(x0) exists, so that we
have the Taylor expansion Tn(x), and f(x) = Tn−1(x) + g(x)∆xn. (This is the same as

f(x) = Tn(x) + h(x)∆xn, g(x) =
f (n)(x0)

n!
+ h(x).) What is the condition on g(x) that

corresponds to the existence of f (n+k)(x0)?

Exercise 3.123. Suppose f ′′(x0) exists and f(x0) = f ′(x0) = 0. Prove that f(x) = g(x)(x−
x0)2 for function g(x), such that g(x) is continuous at x0, g′(x) exists for x near x0 and
6= x0, and limx→x0 g

′(x)(x− x0) = 0.

Exercise 3.124. Conversely, prove that if g(x) has the properties in Exercise 3.89, then
f(x) = g(x)(x− x0)2 has second order derivative at x0.

Exercise 3.125. Find a continuous function g(x) that has derivative of any order at any
x 6= 0, yet g(x) is not differentiable at 0.

Exercise 3.126. Extend Exercises 3.123 and 3.124 to high order derivatives.

Exercise 3.127. Prove that f (n+k)(x0) exists if and only if f(x) = Tn−1(x) + g(x)∆xn for a
function g(x), such that g(x) is continuous at x0, g(k−1)(x) exists for small x near x0 and
x 6= x0, and limx→x0 g

(i)(x)(x− x0)i = 0 for i = 1, 2, . . . , n− 1.

Relation Between the Bounds of a Function and its Derivatives

In Example 3.4.6, we saw the bounds on a function and its second order derivative impose
a bound on the first order derivative. The subsequent exercises provide more examples.

Exercise 3.128. Suppose f(x) is a function on [0, 1] with second order derivative and sat-
isfying f(0) = f ′(0) = 0, f(1) = 1. Prove that if f ′′(x) ≤ 2 for any 0 < x < 1, then
f(x) = x2. In other words, unless f(x) = x2, we will have f ′′(x) > 2 somewhere on (0, 1).

Exercise 3.129. Consider functions f(x) on [0, 1] with second order derivative and satisfying
f(0) = f(1) = 0 and min[0,1] f(x) = −1. What would be the “lowest bound” for f ′′(x)?
In other words, find the biggest a, such that any such function f(x) satisfies f ′′(x) ≥ a
somewhere on (0, 1).

Exercise 3.130. Study the constraint on the second order derivative for functions on [a, b]
satisfying f(a) = A, f(b) = B and min[a,b] f(x) = m.

Exercise 3.131. Suppose f(x) has the second order derivative on (a, b). Suppose M0, M1,
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M2 are the suprema of |f(x)|, |f ′(x)|, |f ′′(x)| on the interval. By rewriting the remainder
formula as an expression of f ′ in terms of f and f ′′, prove that for any a < x < b and
0 < h < max{x− a, b− x}, we have

|f ′(x)| ≤ h

2
M2 +

2

h
M0.

Then prove M1 ≤ 2
√
M2M0 in case b = +∞. Also verify that the equality happens for

f(x) =

2x2 − 1, if −1 < x < 0,

x2 − 1

x2 + 1
, if x ≥ 0.

Exercise 3.132. Suppose f(x) has the second order derivative on (a,+∞). Prove that if
f ′′(x) is bounded and limx→+∞ f(x) = 0, then limx→+∞ f

′(x) = 0.

Cauchy Form of the Remainder

The Lagrange form (3.4.1) is the simplest form of the remainder. However, for certain
functions, it is more suitable to use the Cauchy form of the remainder

Rn(x) =
f (n+1)(c)

n!
(x− c)n(x− x0).

The proof makes use of the function defined for any fixed x and x0

F (t) = f(x)− f(t)− f ′(t)(x− t)− f ′′(t)

2
(x− t)2 − · · · − f (n)(t)

n!
(x− t)n.

Exercise 3.133. Prove the Cauchy form by applying the Mean Value Theorem to F (t) for
t between x0 and x.

Exercise 3.134. Prove the Lagrange form (3.4.1) by applying Cauchy’s Mean Value Theo-
rem to F (t) and G(t) = (x− t)n+1.

Exercise 3.135. Derive a general formula for the remainder by applying Cauchy’s Mean
Value Theorem to F (t) and any G(t).

Exercise 3.136. Prove that the remainder of the Taylor series of (1 + x)p satisfies

|Rn| ≤ ρn = A

∣∣∣∣p(p− 1) · · · (p− n)

n!
xn+1

∣∣∣∣ for |x| < 1,

where A = (1 + |x|)p−1 for p ≥ 1 and A = (1− |x|)p−1 for p < 1. Then use Exercise 1.59
to show that limn→∞ ρn = 0. This shows that the Taylor series of (1 + x)p converges for
|x| < 1.

Exercise 3.137. Study the convergence of the Taylor series of log(1 + x).

Estimation of sinx and cosx

Exercise 3.138. Prove x > sinx >
2

π
x for 0 < x <

π

2
.
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Exercise 3.139. Let

fk(x) = x− x3

3!
+ · · ·+ (−1)k−1 x2k−1

(2k − 1)!
− sinx,

gk(x) = 1− x2

2!
+ · · ·+ (−1)k

x2k

(2k)!
− cosx.

Verify that g′k = −fk and f ′k+1 = gk. Then prove that for x > 0, we have

x− x3

3!
+ · · · − x4k−1

(4k − 1)!
< sinx < x− x3

3!
+ · · · − x4k−1

(4k − 1)!
+

x4k+1

(4k + 1)!
.

Also derive the similar inequalities for cosx.

Exercise 3.140. For 0 < x <
π

2
, prove that

x− x3

3!
+ · · · − x4k−1

(4k − 1)!
+

2

π

x4k+1

(4k + 1)!
< sinx < x− x3

3!
+ · · ·+ x4k+1

(4k + 1)!
− 2

π

x4k+3

(4k + 3)!
,

and

1− x2

2!
+ · · · − x4k−2

(4k − 2)!
+

2

π

x4k

(4k)!
< cosx < 1− x2

2!
+ · · ·+ x4k

(4k)!
− 2

π

x4k+2

(4k + 2)!
.

Exercise 3.141. Let

fn(x) = 1 + x− x2

2!
− x3

3!
+ · · ·+ s1(n)

xn

n!
, s1(n) =

{
1, if n = 4k, 4k + 1,

−1, if n = 4k + 2, 4k + 3,

gn(x) = 1− x− x2

2!
+
x3

3!
+ · · ·+ s2(n)

xn

n!
, s2(n) =

{
1, if n = 4k − 1, 4k,

−1, if n = 4k + 1, 4k + 2.

Prove that

f4k+1(x)−
√

2
x4k+2

(4k + 2)!
< cosx+ sinx < f4k−1(x) +

√
2
x4k

(4k)!
,

and

g4k(x)−
√

2
x4k+1

(4k + 1)!
< cosx− sinx < g4k+2(x) +

√
2

x4k+3

(4k + 3)!
.

Moreover, derive similar inequalities for a cosx+ b sinx.

Ratio Rule

By specializing the ratio rule in Exercise 1.58 to yn = ln, we get the limit version of the ratio
rule in Exercises 1.59. By making other choices of yn and using the linear approximations

to estimate the quotient
yn+1

yn
, we get other versions of the ratio rule.

Exercise 3.142. Prove that if p > q > r > 0, then 1 − px < (1 − x)q < 1 − rx and
1 + px > (1 + x)q > 1 + rx for sufficiently small x > 0. Then prove the following.

1. If

∣∣∣∣xn+1

xn

∣∣∣∣ ≤ 1− p

n
for some p > 0 and big n, then limn→∞ xn = 0.
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2. If

∣∣∣∣xn+1

xn

∣∣∣∣ ≥ 1 +
p

n
for some p > 0 and big n, then limn→∞ xn =∞.

Exercise 3.143. Study the limits.

1. limn→∞
(n!)2an

(2n)!
. 2. limn→∞

(n+ a)n+b

cnn!
.

Exercise 3.144. Rephrase the rules in Exercise 3.142 in terms of the quotient

∣∣∣∣ xnxn+1

∣∣∣∣. Then

prove that limn→∞ n

(∣∣∣∣ xnxn+1

∣∣∣∣− 1

)
> 0 implies limn→∞ xn = 0. Find the similar condi-

tion that implies limn→∞ xn =∞.

Exercise 3.145. Prove that if p > q > r > 0, then 1− p

x log x
<

(log(x− 1))q

(log x)q
< 1− r

x log x

and 1 +
p

x log x
>

(log(x+ 1))q

(log x)q
> 1 +

r

x log x
for sufficiently big x > 0. Then prove the

following.

1. If

∣∣∣∣xn+1

xn

∣∣∣∣ ≤ 1− p

n logn
for some p > 0 and big n, then limn→∞ xn = 0.

2. If

∣∣∣∣xn+1

xn

∣∣∣∣ ≥ 1 +
p

n logn
for some p > 0 and big n, then limn→∞ xn =∞.

Compare

(
1 +

1

x

)x+p

with e

Exercise 3.146. Prove that if p ≥ 1

2
, then

(
1 +

1

x

)x+p

is convex and strictly decreasing

for x > 0. In particular, we have

(
1 +

1

x

)x+p

> e for p ≥ 1

2
and x > 0.

Exercise 3.147. Prove that if p <
1

2
, then

(
1 +

1

x

)x+p

is strictly increasing for x >
p

1− 2p
.

In particular, we have

(
1 +

1

x

)x+p

< e for p <
1

2
and x >

p

1− 2p
.

Exercise 3.148. Use Exercises 3.146 and 3.147 to prove that

(
1 +

1

x

)x+p

> e for all x > 0

if and only if p ≥ 1

2
.

Exercise 3.149. Find those p such that

(
1 +

1

x

)x+p

< e for all x > 0.

1. Convert the problem to p < f

(
1

x

)
for all x > 0, with f(x) =

1

log(1 + x)
− 1

x
.

2. Use limx→+∞ f(x) = 0 to show that p ≤ 0 is necessary.



124 Chapter 3. Differentiation

3. Use Exercise 3.147 to show that p ≤ 0 is also sufficient.

Exercise 3.150. Use Exercises 3.146 and 3.147 to prove that for all x > 0, we have

0 < e−
(

1 +
1

x

)x
< e

(√
1 +

1

x
− 1

)
<

e

2x
.

Exercise 3.151. The following compares

(
1 +

1

n

)n+p

with e for all natural numbers n.

1. Prove that u − 1

u
> 2 log u for u > 1 and u − 1

u
< 2 log u for u < 1. Then use the

inequality to show that f(x) in Exercise 3.149 is strictly decreasing for x > 0.

2. Find the supremum and infimum of f(x) for x > 0 and recover the conclusions of
Exercises 3.146 and 3.149.

3. Prove that

(
1 +

1

n

)n+p

> e for all natural number n if and only if p ≥ 1

2
.

4. Prove that

(
1 +

1

n

)n+p

< e for all natural number n if and only if p ≤ 1

log 2
− 1.
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4.1 Riemann Integration
Discovered independently by Newton20 and Leibniz, the integration was originally
the method of using the antiderivative to find the area under a curve. So the method
started as an application of the differentiation. Then Riemann21 studied the lim-
iting process leading to the area and established the integration as an independent
subject. The new viewpoint further led to other integration theories, among which
the most significant is the Lebesgue integration in Section 10.1.

Riemann Sum

Let f(x) be a function on a bounded interval [a, b]. To compute the area of the
region between the graph of f(x) and the x-axis, we choose a partition of the interval

P : a = x0 < x1 < x2 < · · · < xn = b.

Then we approximate the region by a sequence of rectangles with base [xi−1, xi]
and height f(x∗i ), where x∗i ∈ [xi−1, xi] are the sample points. The total area of the
rectangles is the Riemann sum

S(P, f) =

n∑
i=1

f(x∗i )(xi − xi−1) =

n∑
i=1

f(x∗i )∆xi.

Note that S(P, f) also depends on the choices of x∗i , although the choice does not
explicitly appear in the notation.

y

x
a xi−1 xi b

f(x∗i )

x∗i

Figure 4.1.1. Riemann sum.

20Isaac Newton, born 1643 in Woolsthorpe (England), died 1727 in London (England). Newton
is a giant of science and one of the most influential people in human history. Together with
Gottfried Leibniz, he invented calculus. For Newton, differentiation is the fundamental concept,
and integration only means to recover a function from its derivative.

21Georg Friedrich Bernhard Riemann, born 1826 in Breselenz (Germany), died 1866 in Selasca
(Italy).
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We expect the Riemann sum to be more accurate approximation of the area
as the size of the partition

‖P‖ = max
1≤i≤n

∆xi

gets smaller. This leads to the definition of the Riemann integral.

Definition 4.1.1. A function f(x) on a bounded interval [a, b] is Riemann integrable,
with integral I, if for any ε > 0, there is δ > 0, such that

‖P‖ < δ =⇒ |S(P, f)− I| < ε.

Due to the similarity to the definition of limits, we write

I =

∫ b

a

f(x)dx = lim
‖P‖→0

S(P, f).

The numbers a and b are called the lower limit and the upper limit of the integral.
Since the Riemann sum S(P, f) takes into account of the sign of f(x), the inte-

gration is actually the signed area, which counts the part of the area corresponding
to f(x) < 0 as negative.

y

x
a b

A

B

C

Figure 4.1.2.

∫ b

a

f(x)dx = −area(A) + area(B)− area(C).

Example 4.1.1. For the constant function f(x) = c on [a, b] and any partition P , we have

S(P, c) =

n∑
i=1

c∆xi = c

n∑
i=1

∆xi = c(b− a).

Therefore the constant function is Riemann integrable, with

∫ b

a

cdx = c(b− a).

Example 4.1.2. For the constant function f(x) = x on [0, 1] and any partition P , we choose

the middle points x∗i =
xi + xi−1

2
as the sample points. The corresponding Riemann sum

Smid(P, x) =

n∑
i=1

x∗i (xi − xi−1) =

n∑
i=1

x2
i − x2

i−1

2
=
x2
n − x2

0

2
=

1

2
.
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This suggests

∫ 1

0

xdx =
1

2
. However, in order to rigorously establish the claim, we also

need to consider the other choices of sample points. We compare the Riemann sum S(P, x)
of any sample points x∗∗i with the Riemann sum Smid(P, x) of the middle sample points∣∣∣∣S(P, x)− 1

2

∣∣∣∣ = |S(P, x)− Smid(P, x)| ≤
n∑
i=1

|x∗∗i − x∗i |∆xi ≤
n∑
i=1

‖P‖
2

∆xi =
‖P‖

2
.

This rigorously shows that x is integrable and

∫ 1

0

xdx =
1

2
.

Example 4.1.3. Consider the function that is constantly zero except at x = c

dc(x) =

{
0, if x 6= c,

1, if x = c.

For any partition P of a bounded closed interval [a, b] containing c, we have

S(P, dc) =


0, if x∗i = c,

∆xk, if xk−1 < x∗k = c < xk,

∆xk, if x∗1 = a = c, k = 1 or x∗n = b = c, k = n,

∆xk + ∆xk+1, if x∗k = x∗k+1 = xk = c, k 6= 0, k 6= n.

This implies |S(P, dc)| ≤ 2‖P‖. Therefore dc(x) is integrable, and

∫ b

a

dc(x)dx = 0.

Example 4.1.4. For the Dirichlet function D(x) in Example 2.1.2 and any partition P of
[a, b], we have S(P,D) = b− a if all x∗i are rational numbers and S(P,D) = 0 if all x∗i are
irrational numbers. Therefore the Dirichlet function is not integrable.

Example 4.1.5. Consider Thomae’s function R(x) in Example 2.3.2. For any natural
number N , let AN be the set of rational numbers in [0, 1] with denominators ≤ N . Then
AN is finite, containing say νN numbers. For any partition P of [0, 1] and choices of x∗i ,
the Riemann sum S(P,R) can be divided into two parts. The first part consists of those
intervals with x∗i ∈ AN , and the second part has x∗i 6∈ AN . The number of terms in
the first part is ≤ 2νN , where the factor 2 takes into account of the possibility that two
intervals sharing the same point in AN . Therefore that the total length of the intervals in
the first part is ≤ 2νN‖P‖. Moreover, the total length of the intervals in the second part
is ≤ 1, the total length of the whole interval [0, 1]. Since 0 < R(x∗i ) ≤ 1 in the first part

and 0 ≤ R(x∗i ) ≤
1

N
in the second part, we have

0 ≤ S(P,R) ≤ 2νN‖P‖+
1

N
1 = 2νN‖P‖+

1

N
.

By taking ‖P‖ < δ =
1

2NνN
, for example, we get 0 ≤ S(P,R) <

2

N
. Since N can be

arbitrarily big, we conclude that the function is integrable on [0, 1], with

∫ 1

0

R(x)dx = 0.

Exercise 4.1. Compute the Riemann sums.
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1. f(x) = x, xi =
i

n
, x∗i =

i− 1

n
.

2. f(x) = x2, xi =
i

n
, x∗i =

i

n
.

3. f(x) = x2, xi =
i

n
, x∗i =

2i− 1

2n
.

4. f(x) = ax, xi =
i

n
, x∗i =

i− 1

n
.

Exercise 4.2. Determine the integrability. For the integrable ones, find the integrals.

1.

{
0, if 0 ≤ x < 1

1, if 1 ≤ x ≤ 2
on [0, 2].

2.

{
x, if x is rational

0, if x is irrational
on [0, 1].

3.

1, if x =
1

n
, n ∈ Z

0, otherwise
on [−1, 1].

4.


1

n
, if x =

1

2n
, n ∈ N

0, otherwise
on [0, 1].

Exercise 4.3. Compute the Riemann sum of x2 on [0, 1] by using the sample points x∗i =√
x2
i + xixi−1 + x2

i−1

3
. Then show that

∫ 1

0

x2dx =
1

3
.

Exercise 4.4. Suppose a function f(x) on [a, b] has the property that for any ε > 0, there

are only finitely many places where |f(x)| ≥ ε. Prove that

∫ b

a

f(x)dx = 0.

Riemann Integrability

Because the Riemann integral is defined as a limit, the Riemann integrability is
a convergence problem, and has properties similar to the limit of sequences and
functions.

Proposition 4.1.2. Riemann integrable functions are bounded.

Proof. Let f(x) be integrable on a bounded interval [a, b] and let I be the integral.
Then for ε = 1 > 0, there is a partition P , such that for any choice of x∗i , we have∣∣∣∣∣

n∑
i=1

f(x∗i )∆xi − I

∣∣∣∣∣ = |S(P, f)− I| < 1.

Now we fix x∗2, x
∗
3, . . . , x

∗
n, so that

∑n
i=2 f(x∗i )∆xi is a fixed bounded number. Then

|f(x∗1)∆x1| ≤

∣∣∣∣∣
n∑
i=2

f(x∗i )∆xi − I

∣∣∣∣∣+ 1

for any x∗1 ∈ [x0, x1]. This shows that
1

∆x1
(|
∑n
i=2 f(x∗i )∆xi − I|+ 1) is a bound

for f(x) on the first interval [x0, x1] of the partition. Similar argument shows that
the function is bounded on any other interval of the partition. Since the partition
contains finitely many intervals, the function is bounded on [a, b].
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The Dirichlet function in Example 4.1.4 shows that the converse of Proposition
4.1.2 is false. A more refined condition for the integrability can be obtained by the
Cauchy criterion (see Exercises 2.101 and 2.102 for a very general version of Cauchy
criterion). The Riemann sum converges if and only if for any ε > 0, there is δ > 0,
such that

‖P‖, ‖P ′‖ < δ =⇒ |S(P, f)− S(P ′, f)| < ε. (4.1.1)

Note that hidden in the notation is the choices of x∗i and x′i
∗

for P and P ′. For the
special case P = P ′, we have

S(P, f)− S(P ′, f) =

n∑
i=1

(f(x∗i )− f(x′i
∗
))∆xi.

For fixed P = P ′ and all possible choices of x∗i and x′i
∗
, the difference above is

exactly bounded by

sup
all x∗i

S(P, f)− inf
all x∗i

S(P, f) =

n∑
i=1

(
sup

[xi−1,xi]

f − inf
[xi−1,xi]

)
∆xi.

Define the oscillation of a bounded function f(x) on an interval [a, b] to be

ω[a,b](f) = sup
x,y∈[a,b]

|f(x)− f(y)| = sup
[a,b]

f − inf
[a,b]

f.

Then

sup
all x∗i

S(P, f)− inf
all x∗i

S(P, f) =

n∑
i=1

ω[xi−1,xi](f)∆xi,

is the Riemann sum of the oscillations, which we denote by ω(P, f). Then the
specialization of the Cauchy criterion (4.1.1) to the case P = P ′ becomes

‖P‖ < δ =⇒ ω(P, f) =

n∑
i=1

ω[xi−1,xi](f)∆xi < ε. (4.1.2)

The following result says that the specialized Cauchy criterion also implies the
general Cauchy criterion (4.1.1).

Theorem 4.1.3 (Riemann Criterion). A bounded function f(x) on a bounded interval
[a, b] is Riemann integrable if and only if for any ε > 0, there is δ > 0, such that
‖P‖ < δ implies ω(P, f) < ε.

Proof. As a preparation for the proof, note that for any a ≤ c ≤ b, we have

|f(c)(b− a)− S(P, f)| =

∣∣∣∣∣
n∑
i=1

(f(c)− f(x∗i ))∆xi

∣∣∣∣∣ ≤
n∑
i=1

|f(c)− f(x∗i )|∆xi

≤
n∑
i=1

ω[a,b](f)∆xi ≤ ω[a,b](f)(b− a). (4.1.3)
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y

x

ω(f)

a xi−1 xi b

Figure 4.1.3. Riemann sum of oscillations.

Assume the implication (4.1.2) holds. Let P and P ′ be partitions satisfying
‖P‖, ‖P ′‖ < δ. Let Q = P ∪P ′ be the partition obtained by combining the partition
points in P and P ′ together. Take an arbitrary choice of sample points for Q and
form the Riemann sum S(Q, f).

The partition Q is a a refinement of P in the sense that it is obtained by
adding more partition points to P . For any interval [xi−1, xi] in the partition P ,
denote by Q[xi−1,xi] the part of Q lying inside the interval. Then

S(Q, f) =

n∑
i=1

S(Q[xi−1,xi], f).

By (4.1.2) and (4.1.3), we have

|S(P, f)− S(Q, f)| =

∣∣∣∣∣
n∑
i=1

f(x∗i )∆xi −
n∑
i=1

S(Q[xi−1,xi], f)

∣∣∣∣∣
≤

n∑
i=1

∣∣f(x∗i )(xi − xi−1)− S(Q[xi−1,xi], f)
∣∣

≤
n∑
i=1

ω[xi−1,xi](f)∆xi = ω(P, f) < ε.

By the same argument, we have |S(P ′, f)− S(Q, f)| < ε. Therefore

|S(P, f)− S(P ′, f)| ≤ |S(P, f)− S(Q, f)|+ |S(P ′, f)− S(Q, f)| < 2ε.

The Riemann integrability criterion gives us some important classes of inte-
grable functions.

Proposition 4.1.4. Continuous functions on bounded closed intervals are Riemann
integrable.



132 Chapter 4. Integration

Proof. By Theorem 2.4.1, for any ε > 0, there is δ > 0, such that

|x− y| < δ =⇒ |f(x)− f(y)| < ε.

If ‖P‖ < δ, then we have

x, y ∈ [xi−1, xi] =⇒ |x− y| ≤ ‖P‖ < δ =⇒ |f(x)− f(y)| < ε.

This implies that the oscillation ω[xi−1,xi](f) ≤ ε, and

ω(P, f) =
∑

ω[xi−1,xi](f)∆xi ≤ ε(b− a).

By Theorem 4.1.3, the function is integrable.

Proposition 4.1.5. Monotone functions on bounded closed intervals are Riemann
integrable.

Proof. Let f(x) be an increasing function on a bounded closed interval [a, b]. Then
ω[xi−1,xi](f) = f(xi)− f(xi−1), and

ω(P, f) =
∑

(f(xi)− f(xi−1))∆xi

≤ ‖P‖
∑

(f(xi)− f(xi−1)) = ‖P‖(f(b)− f(a)).

By Theorem 4.1.3, this implies that the function is integrable.

Example 4.1.6. The functions x and x2 are integrable by Proposition 4.1.4 or 4.1.5.
For the Dirichlet function in Example 2.1.2, we have ω[xi−1,xi](D) = 1. Therefore

ω(P,D) =
∑

∆xi = b− a, and the function is not integrable by Theorem 4.1.3.

Example 4.1.7. Consider the function f(x) = sin
1

x
for x 6= 0 and f(0) = 0. For any ε > 0,

the function is continuous on [ε, 1] and is therefore integrable. We claim that the function
is actually integrable on [0, 1].

Fix any ε > 0. Applying Proposition 4.1.3 to f on [ε, 1], we find δ > 0, such that
ω(P ′, f) < ε for partitions P ′ of [ε, 1] satisfying ‖P ′‖ < δ. Then for any partition P of [0, 1]
satisfying ‖P‖ < min{ε, δ}, we have xj−1 ≤ ε < xj for some index j. Since the partition
Pε : ε < xj < xj+1 < · · · < xn = 1 of [ε, 1] satisfies ‖Pε‖ ≤ ‖P‖ < δ, we have

n∑
i=j+1

ω[xi−1,xi](f)∆xi = ω(Pε, f)− ω[ε,xi](f)(xj − ε) ≤ ω(Pε, f) < ε.

On the other hand, by xj ≤ xj−1 + ‖P‖ ≤ 2ε and ω[0,1]f(x) = 2, we have

j∑
i=1

ω[xi−1,xi](f)∆xi ≤ 2

j∑
i=1

∆xi = 2(xj − 0) ≤ 4ε.

This implies

ω(P, f) =

j∑
i=1

ω[xi−1,xi](f)∆xi +

n∑
i=j+1

ω[xi−1,xi](f)∆xi < 5ε.



4.1. Riemann Integration 133

By Proposition 4.1.3, this implies the integrability of f on [0, 1].
Exercise 4.7 gives a general extension of the example.

Exercise 4.5. Study the integrability of the functions in Exercise 4.2 again by using Theorem
4.1.3.

Exercise 4.6. Suppose Q is a refinement of P , prove that ω(Q, f) ≤ ω(P, f).

Exercise 4.7. Suppose a bounded function f on [a, b] is integrable on [a+ε, b] for any ε > 0.
Prove that f is integrable on [a, b]. In fact, we also have∫ b

a

fdx = lim
ε→0+

∫ b

a+ε

fdx

by Theorem 4.4.2.

Exercise 4.8. Suppose f is integrable and inf [xi−1,xi] f ≤ φi ≤ sup[xi−1,xi]
f . Prove that

lim
‖P‖→0

∑
φi∆xi =

∫ b

a

fdx.

Exercise 4.9. Suppose f(x) is a convex function on [a, b]. By Exercises 3.113, f(x) is one
sided differentiable, and f ′−(x), f ′+(x) are increasing and therefore integrable. Prove that

f(b)− f(a) =

∫ b

a

f ′−(x)dx =

∫ b

a

f ′+(x)dx.

Integrability of Composition

Proposition 4.1.6. Suppose f(x) is integrable on [a, b], and φ(y) is bounded and
uniformly continuous on the set of values f([a, b]) = {f(x) : x ∈ [a, b]} of f(x).
Then the composition φ(f(x)) is integrable.

The future Theorem 10.4.5 implies that we can drop the requirement that the
continuity of φ is uniform.

Proof. The uniform continuity of φ(y) on the values of f(x) means that, for any
ε > 0, there is δ > 0, such that

y, y′ ∈ f([a, b]), |y − y′| < δ =⇒ |φ(y)− φ(y′)| < ε.

By taking y = f(x) and y′ = f(x′), for any interval [c, d] ⊂ [a, b], we have

ω[c,d](f) < δ =⇒ |f(x)− f(x′)| < δ for x, x′ ∈ [c, d]

=⇒ |φ(f(x))− φ(f(x′))| < ε for x, x′ ∈ [c, d]

=⇒ ω[c,d](φ ◦ f) ≤ ε.

To prove the integrability of φ(f(x)), we decompose the Riemann sum of the
oscillations into two parts

ω(P, φ ◦ f) =
∑

ω[xi−1,xi]
(f)<δ

+
∑

ω[xi−1,xi]
(f)≥δ

.
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Since ω[xi−1,xi](f) < δ implies ω[xi−1,xi](φ ◦ f) < ε, we may estimate the first part∑
ω[xi−1,xi]

(f)<δ

ω[xi−1,xi](φ ◦ f)∆xi ≤
∑

ω[xi−1,xi]
(f)<δ

ε∆xi ≤
∑

ε∆xi = (b− a)ε.

To estimate the second part, we use the integrability of f(x). By Theorem 4.1.3,
for any ε′ > 0, there is δ′ > 0, such that

‖P‖ < δ′ =⇒ ω(P, f) < ε′.

Then the total length of those intervals with ω[xi−1,xi](f) ≥ δ can be estimated

δ
∑

ω[xi−1,xi]
(f)≥δ

∆xi ≤
∑

ω[xi−1,xi]
(f)≥δ

ω[xi−1,xi](f)∆xi ≤ ω(P, f) ≤ ε′.

If φ is bounded by B, then ω[xi−1,xi](φ ◦ f) ≤ 2B, and we have∑
ω[xi−1,xi]

(f)≥δ

ω[xi−1,xi](φ ◦ f)∆xi ≤ 2B
∑

ω[xi−1,xi]
(f)≥δ

∆xi ≤ 2B
ε′

δ
.

Therefore if we choose ε′ = δε in the first place, then we get

‖P‖ < δ′ =⇒
∑

ω[xi−1,xi]
(f)≥δ

ω[xi−1,xi](φ ◦ f)∆xi ≤ 2Bε.

Combining the two estimations together, we get

‖P‖ < δ′ =⇒ ω(P, φ ◦ f) ≤ (b− a)ε+ 2Bε.

Since a, b, B are all fixed constants, by Theorem 4.1.3, this implies that φ ◦ f is
integrable.

Example 4.1.8. Suppose f(x) is integrable and φ(y) is continuous on the whole R. By
Proposition 4.1.2, the values of f(x) lie in a bounded closed interval. Then by Theorems
2.4.1 and 2.4.2, φ(y) is bounded and uniformly continuous on the bounded closed interval.
Therefore we may apply Theorem 4.1.6 to conclude that φ(f(x)) is integrable.

For example, if f(x) is integrable, then f(x)2 and |f(x)| are integrable. Moreover,
if f(x) ≥ 0 is integrable, then

√
f(x) is integrable.

If f(x) is integrable, and |f(x)| > c > 0 for a constant c, then the values of f lie in

[−B,−c]∪[c,B], where B is the bound for f . Since
1

y
is bounded and uniformly continuous

on [−B,−c] ∪ [c,B], we see that
1

f(x)
is integrable.

Example 4.1.9. In Examples 4.1.3 and 4.1.5, we showed that the function d0 and Thomae’s
function R in Example 2.3.2 are integrable. However, by reason similar to Examples 4.1.4
and 4.1.6, the composition

d0(R(x)) =

{
0, if x is rational

1, if x is irrational
= 1−D(x)

is not integrable.
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Exercise 4.10. Does the integrability of |f(x)| imply the integrability of f(x)? What about
f(x)2? What about f(x)3?

Exercise 4.11. Suppose φ(x) satisfies A(x′ − x) ≤ φ(x′) − φ(x) ≤ B(x′ − x) for some
constants A,B > 0 and all a ≤ x < x′ ≤ b.

1. Prove that ω[x,x′](f ◦ φ) = ω[φ(x),φ(x′)](f).

2. Prove that if f(y) is integrable on [φ(a), φ(b)], then f(φ(x)) is integrable on [a, b].

Moreover, prove that if φ(x) is continuous on [a, b] and differentiable on (a, b), satisfying
A < φ′(x) < B for all x ∈ (a, b), then A(x′ − x) ≤ φ(x′) − φ(x) ≤ B(x′ − x) for some
constants A,B > 0 and all a ≤ x < x′ ≤ b.

4.2 Darboux Integration
Instead of Riemann sum, the integration can also be introduced by directly con-
sidering the concept of area. We establish the theory of area by writing down the
obvious properties that any reasonable definition of area must satisfy.

1. Bigger subsets have bigger area: X ⊂ Y implies µ(X) ≤ µ(Y ).

2. Areas can be added: If µ(X ∩ Y ) = 0, then µ(X ∪ Y ) = µ(X) + µ(Y ).

3. Rectangles have the usual area: µ(〈a, b〉 × 〈c, d〉) = (b− a)(d− c).

Here µ (Greek alphabet for m, used here for measure) denotes the area, and we
only consider bounded subsets X of R2. Moreover, 〈a, b〉 can be any one of (a, b),
[a, b], (a, b], or [a, b). Again we only consider area of bounded subsets X.

If a region A ⊂ R2 is a union of finitely many rectangles, then we have A =
∪ni=1Ii, such that the intersections between Ii are at most lines. Since lines have
zero area by the third property, we may use the second property to easily calculate
the area µ(A) =

∑n
i=1 µ(Ii). We give such a plane region the temporary name

“good region”.

Figure 4.2.1. Good region.
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Next we try to approximate a bounded subset X by good regions, from inside
as well as from outside. In other words, we consider good regions A and B satisfying
A ⊂ X ⊂ B. Then by the first property, the areas must satisfy

µ(A) ⊂ µ(X) ⊂ µ(B).

We already know how to calculate µ(A) and µ(B), and yet to calculate µ(X). So
we introduce the inner area

µ∗(X) = sup{µ(A) : A ⊂ X, A is a good region},

as the lower bound for µ(X), and the outer area

µ∗(X) = inf{µ(B) : B ⊃ X, B is a good region},

as the upper bound for µ(X).

Definition 4.2.1. A bounded subset X ⊂ R2 has area (or Jordan measurable) if
µ∗(X) = µ∗(X), and the common value is the area µ(X) of X. If µ∗(X) 6= µ∗(X),
then we say X has no area.

B

X

A

Figure 4.2.2. Approximation by good regions.

By the second and third properties in Proposition 1.4.3, we always have
µ∗(X) ≤ µ∗(X), and the equality holds if and only if for any ε > 0, there are
good regions A and B, such that A ⊂ X ⊂ B and µ(B)−µ(A) < ε. In other words,
we can find good inner and outer approximations, such that the difference between
the approximations can be arbitrarily small.

Example 4.2.1. Consider the triangle with vertices (0, 0), (1, 0) and (1, 1). We partition

the interval [0, 1] into n parts of equal length
1

n
and get the inner and outer approximations

An = ∪ni=1

[
i− 1

n
,
i

n

]
×
[
0,
i− 1

n

]
, Bn = ∪ni=1

[
i− 1

n
,
i

n

]
×
[
0,
i

n

]
.
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They have area

µ(An) =

n∑
i=1

1

n

i− 1

n
=

1

2n
(n− 1), µ(Bn) =

n∑
i=1

1

n

i

n
=

1

2n
(n+ 1).

By taking sufficiently big n, the difference µ(Bn) − µ(An) =
1

n
can be arbitrarily small.

Therefore the triangle has area, and the area is limn→∞ µ(An) = limn→∞ µ(Bn) =
1

2
.

1

inner approximation

1

outer approximation

Figure 4.2.3. Approximating triangle.

Example 4.2.2. For an example of subsets without area, i.e., satisfying µ∗(X) 6= µ∗(X),
let us consider the subset X = (Q ∩ [0, 1])2 of all rational pairs in the unit square.

Since the only rectangles contained in X are single points, we have µ(A) = 0 for any
good region A ⊂ X. Therefore µ∗(X) = 0.

On the other hand, if B is a good region containing X, then B must almost contain
the whole square [0, 1]2, with the only exception of finitely many horizontal or vertical line
segments. Therefore we have µ(B) ≥ µ([0, 1]2) = 1. This implies µ∗(X) ≥ 1 (show that
µ∗(X) = 1!).

Exercise 4.12. Explain that µ∗(X) = 0 implies X has zero area.

Exercise 4.13. Explain that finitely many points and straight line segments have zero area.

Exercise 4.14. Prove that X ⊂ Y implies µ∗(X) ≤ µ∗(Y ) and µ∗(X) ≤ µ∗(Y ). In particu-
lar, we have µ(X) ≤ µ(Y ) in case both X and Y have areas.

Darboux Sum

A function f is Darboux integrable if region between the graph of f and the x-axis

G[a,b](f) = {(x, y) : a ≤ x ≤ b, y is between 0 and f(x)}

has area. Let
H+ = {(x, y) : y ≥ 0}, H− = {(x, y) : y ≤ 0}
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be the upper and lower half planes. Then we expect the intersections G[a,b](f)∩H+

and G[a,b](f) ∩H− also have areas, and then define the Darboux integral to be∫ b

a

f(x)dx = µ
(
G[a,b](f) ∩H+

)
− µ

(
G[a,b](f) ∩H−

)
.

We use the same notation for the Darboux and Riemann integrals, because we will
show that the two integrals are equivalent.

For f ≥ 0, Figure 4.2.4 shows that, for any inner approximation, we can always
choose “full vertical strips” to get better (meaning larger) inner approximations for
G[a,b](f). The same argument applies to outer approximations (here better means
smaller). Therefore we only need to consider the approximations by full vertical
strips.

a b a bxi−1 xi

mi

Figure 4.2.4. Better inner approximations by vertical strips.

An approximation by full vertical strips is determined by a partition P of
the interval [a, b]. On the i-th interval [xi−1, xi], the inner strip has height mi =
inf [xi−1,xi] f , and the outer strip has height Mi = sup[xi−1,xi] f . Therefore the inner
and outer approximations are

AP = ∪ni=1[xi−1, xi]× [0,mi) ⊂ X ⊂ BP = ∪ni=1[xi−1, xi]× [0,Mi].

The areas of AP and BP are the lower and upper Darboux sums

L(P, f) = µ(AP ) =

n∑
i=1

mi∆xi =

n∑
i=1

(
inf

[xi−1,xi]
f

)
∆xi = inf

x∗i
S(P, f),

U(P, f) = µ(BP ) =

n∑
i=1

Mi∆xi =

n∑
i=1

(
sup

[xi−1,xi]

f

)
∆xi = sup

x∗i

S(P, f).

Then the inner and outer areas of G[a,b](f) are the lower and upper Darboux integrals

∫ b

a

f(x)dx = sup
all P

L(P, f),

∫ b

a

f(x)dx = inf
all P

U(P, f),

and the Darboux integrability means that the two Darboux integrals are equal.
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The concept of Darboux sum and Darboux integral can also be defined for
any bounded (not necessarily non-negative) function. We also note that

U(P, f)− L(P, f) =

n∑
i=1

(Mi −mi)(xi − xi−1) =

n∑
i=1

ω[xi−1,xi](f)∆xi = ω(P, f).

Proposition 4.2.2. If Q is a refinement of P , then

L(P, f) ≤ L(Q, f) ≤ U(Q, f) ≤ U(P, f).

Proof. We have

U(P, f) =
∑(

sup
[xi−1,xi]

f

)
∆xi ≤

∑(
sup
[a,b]

f

)
∆xi =

(
sup
[a,b]

f

)
(b− a),

For any interval [xi−1, xi] in the partition P , we apply the inequality above to
the part Q[xi−1,xi] of Q lying inside the interval (the notation is from the proof of
Theorem 4.1.3), and get

U(Q[xi−1,x1], f) ≤

(
sup

[xi−1,x1]

f

)
∆xi.

This implies

U(Q, f) =
∑

U(Q[xi−1,x1], f) ≤
∑(

sup
[xi−1,x1]

f

)
∆xi = U(P, f).

The inequality L(Q, f) ≥ L(P, f) can be proved similarly.

Theorem 4.2.3. Suppose f is a bounded function on a bounded interval [a, b]. The
following are equivalent.

1. The function f is Darboux integrable.

2. There is I with the following property: For any ε > 0, there is a partition P ,
such that Q refines P implies |S(Q, f)− I| < ε.

3. For any ε > 0, there is a partition P , such that ω(P, f) < ε.

Proof. Suppose f is Darboux integrable. Let

sup
all P

L(P, f) =

∫ b

a

f(x)dx = I =

∫ b

a

f(x)dx = inf
all P

U(P, f).

Then for any ε > 0, there are partitions P1, P2, such that

I − ε < L(P1, f) ≤ I, I + ε > U(P2, f) ≥ I.
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If Q refines P = P1 ∪ P2, then Q refines P1 and P2. By Proposition 4.2.2, we get

I − ε < L(P1, f) ≤ L(Q, f) ≤ S(Q, f) ≤ U(Q, f) ≤ U(P2, f) < I + ε.

This means |S(Q, f)− I| < ε and proves the second statement.
Suppose we have the second statement. For any ε > 0, we apply the statement

to Q = P . Then for any choice of partition points x∗i , we have

I − ε < S(P, f) < I + ε.

This implies

ω(P, f) = U(P, f)− L(P, f) = sup
x∗i

S(P, f)− inf
x∗i
S(P, f) ≤ (I + ε)− (I − ε) = 2ε.

This proves the third statement.
Suppose we have the third statement. Then for any partitions Q that refines

P , by Proposition 4.2.2, we have

U(Q, f)− L(Q, f) ≤ U(P, f)− L(P, f) = ω(P, f) < ε.

This implies

0 ≤
∫ b

a

f(x)dx−
∫ b

a

f(x)dx = inf
Q
U(Q, f)− sup

Q
L(Q, f) < ε.

Since ε is arbitrary, we conclude that the upper and lower Darboux integrals are
equal. This proves the first statement.

We note that U(P, f)−L(P, f) is the area of the good region ∪ni=1[xi−1, xi]×
[mi,Mi]. The good region can be regarded as an outer approximation of the graph
of f . Therefore Theorem 4.2.3 basically means that the Darboux integrability is
equivalent to that the graph of the function has zero area. A vast generalisation of
this observation is the third property in Proposition 11.5.2.

Exercise 4.15. Use Proposition 4.2.2 to derive Exercise 4.6.

Exercise 4.16. Prove that a function is Riemann integrable if and only if lim‖P‖→0 U(P, f) =
lim‖P‖→0 L(P, f). Moreover, the value of the limit is the Riemann integral.

Riemann v.s. Darboux

Both Riemann and Darboux integrals are the limit of Riemann sum∫ b

a

f(x)dx = I = lim
P
S(P, f),

in the sense that, for any ε > 0, there is P , such that

Q ≥ P =⇒ |S(Q, f)− I| < ε.



4.2. Darboux Integration 141

The detail is in meaning of order ≥ among the partitions. In the definition of
Riemann integral, the order is defined in terms of the size ‖P‖

Q ≥Riemann P ⇐⇒ ‖Q‖ ≤ ‖P‖.

By (second part of) Theorem 4.2.3, the order for Darboux integral is in terms of
refinement

Q ≥Darboux P ⇐⇒ Q refines P.

The convergence of the limit is the integrability. The criterion for Riemann
integrability is given by Theorem 4.1.3, which is ω(P, f) < ε for all P satisfying
‖P‖ < δ. The criterion for Darboux integrability is given by (third part of) Theorem
4.2.3, which is ω(P, f) < ε for one P . Therefore the Riemann integrability implies
the Darboux integrability. It turns out the converse is also true.

Theorem 4.2.4. A bounded function on a bounded interval is Riemann integrable
if and only if it is Darboux integrable.

Proof. We need to prove that the Darboux integrability implies the Riemann inte-
grability. Specifically, for any ε > 0, let a partition P satisfy ω(P, f) < ε. For any
partition Q, the common refinement P ∪Q is obtained by adding points of P to Q.
If P has p partition points, then P ∪Q differs from Q on at most p intervals of Q,
and the total length of such intervals in Q and in P ∪Q together is no more than
2p‖Q‖. On the other hand, if f is bounded by B on the whole interval, then the
oscillation of f on any smaller interval is ≤ 2B. Therefore

|ω(Q, f)− ω(P ∪Q, f)| ≤ 2B2p‖Q‖.

On the other hand, the refinement P ∪Q of P implies (see Exercise 4.6)

ω(P ∪Q, f) ≤ ω(P, f) < ε.

Therefore we conclude

ω(Q, f) ≤ ω(P ∪Q, f) + 4Bp‖Q‖ < ε+ 4Bp‖Q‖.

This implies (note that B and p are fixed)

‖Q‖ < δ =
ε

4Bp
=⇒ ω(Q, f) < 2ε.

This proves the Riemann criterion.

Exercise 4.17. Prove that∫ b

a

f(x)dx = lim
P
U(P, f),

∫ b

a

f(x)dx = lim
P
L(P, f),

in either sense of the order among partitions.
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The theory of area can be easily extended to the theory of volume for subsets
in Rn. The details are given in Section 11.4. A byproduct is the multivariable
Riemann integral on subsets of Euclidean spaces. In contrast, the definition of
multivariable Riemann integral in terms of Riemann sum is more cumbersome.

The underlying idea of Darboux’s approach is area. This will lead to the
modern measure theory, to be developed in Chapters 9, 10, 11, 12. In this sense,
Darboux’s approach is superior to Riemann.

On the other hand, Darboux’s approach relies on the supremum and infimum,
and therefore cannot be applied to the cases where there is no order (like vector
valued functions) or the order is questionable (like Riemann-Stieltjes integral).

4.3 Property of Riemann Integration
Defined as a certain type of limit, the integration has properties analogous to the
limit of sequences and functions.

Proposition 4.3.1. Suppose f(x) and g(x) are integrable on [a, b]. Then f(x)+g(x)
and cf(x) are also integrable on [a, b], and∫ b

a

(f(x) + g(x))dx =

∫ b

a

f(x)dx+

∫ b

a

g(x)dx,∫ b

a

cf(x)dx = c

∫ b

a

f(x)dx.

Proof. Let I =

∫ b

a

f(x)dx and J =

∫ b

a

g(x)dx. For any ε > 0, there is δ > 0, such

that

‖P‖ < δ =⇒ |S(P, f)− I| < ε, |S(P, g)− J | < ε.

On the other hand, for the same partition P and the same sample points x∗i for
both f(x) and g(x), we have

S(P, f + g) =
∑

(f(x∗i ) + g(x∗i ))∆xi

=
∑

f(x∗i )∆xi +
∑

g(x∗i )∆xi = S(P, f) + S(P, g).

Therefore

‖P‖ < δ =⇒ |S(P, f + g)− I − J | ≤ |S(P, f)− I|+ |S(P, g)− J | < 2ε.

This shows that f + g is also integrable, and

∫ b

a

(f(x) + g(x))dx = I+J . The proof

of

∫ b

a

cf(x)dx = cI is similar.
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Example 4.3.1. Suppose f(x) and g(x) are integrable. By Proposition 4.3.1, f(x) + g(x)
is integrable. By Proposition 4.1.6, f(x)2, g(x)2 and (f(x) + g(x))2 are also integrable.
Then by Proposition 4.3.1 again, the product

f(x)g(x) =
1

2

[
(f(x) + g(x))2 − f(x)2 − g(x)2]

is also integrable. However, there is no formula expressing the integral of f(x)g(x) in terms
of the integrals of f(x) and g(x).

Moreover, if |g(x)| > c > 0 for a constant c, then by the discussion in Example 4.1.8,

the function
1

g(x)
is integrable, so that the quotient

f(x)

g(x)
= f(x)

1

g(x)
is also integrable.

A vast generalization of the example is given by Proposition 11.5.9, which basically
says that a uniformly continuous combination of Riemann integrable functions is Riemann
integrable. Specifically, the product function φ(y, z) = yz is uniformly continuous on any
bounded region of the plane. By the proposition, if f(x) and g(x) are Riemann integrable,
then the composition φ(f(x), g(x)) = f(x)g(x) is Riemann integrable.

Example 4.3.2. Suppose f(x) is integrable on [a, b]. Suppose g(x) = f(x) for all x except
at c ∈ [a, b]. Then g(x) = f(x) +λdc(x), where dc(x) is the function in Example 4.1.3 and
λ = g(c)− f(c). By Example 4.1.3, g(x) is also integrable and∫ b

a

g(x)dx =

∫ b

a

f(x)dx+ λ

∫ b

a

dc(x)dx =

∫ b

a

f(x)dx.

The example shows that changing an integrable function at finitely many places does
not change the integrability and the integral. In particular, it makes sense to talk about
the integrability of a function f(x) on a bounded open interval (a, b) because any numbers
may be assigned as f(a) and f(b) without affecting the integrability of (the extended) f(x)
on [a, b].

Exercise 4.18. Prove that if f(x) and g(x) are integrable, then max{f(x), g(x)} is also
integrable.

Exercise 4.19. Suppose f(x) is integrable on [a, b]. Suppose cn ∈ [a, b] converges. Prove
that if g(x) is obtained by modifying the values of f(x) at cn, and g(x) is still bounded,

then g(x) is Riemann integrable and

∫ b

a

g(x)dx =

∫ b

a

f(x)dx.

Proposition 4.3.2. Suppose f(x) and g(x) are integrable on [a, b]. If f(x) ≤ g(x),
then ∫ b

a

f(x)dx ≤
∫ b

a

g(x)dx.

Proof. Let I =

∫ b

a

f(x)dx and J =

∫ b

a

g(x)dx. For any ε > 0, there is δ > 0, such

that
‖P‖ < δ =⇒ |S(P, f)− I| < ε, |S(P, g)− J | < ε.

By choosing the same x∗i for both functions, we have

I − ε < S(P, f) =
∑

f(x∗i )∆xi ≤
∑

g(x∗i )∆xi = S(P, g) < J + ε.
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Therefore we have the inequality I−ε < J+ε for any ε > 0. This implies I ≤ J .

Example 4.3.3. If f(x) is integrable, then |f(x)| is integrable, and −|f(x)| ≤ f(x) ≤ |f(x)|.

By Proposition 4.3.2, we have −
∫ b

a

|f(x)|dx ≤
∫ b

a

f(x)dx ≤
∫ b

a

|f(x)|dx. This is the same

as ∣∣∣∣∫ b

a

f(x)dx

∣∣∣∣ ≤ ∫ b

a

|f(x)|dx.

By inf [a,b] f ≤ f(x) ≤ sup[a,b] f , we also get

(b− a) inf
[a,b]

f =

∫ b

a

(
inf
[a,b]

f

)
dx ≤

∫ b

a

f(x)dx ≤
∫ b

a

(
sup
[a,b]

f

)
dx = (b− a) sup

[a,b]

f.

If f(x) is continuous, then this implies that the average
1

b− a

∫ b

a

f(x)dx lies between the

maximum and the minimum of f(x), and by the Intermediate Value Theorem, we have∫ b

a

f(x)dx = f(c)(b− a) for some c ∈ [a, b].

Exercise 4.20. Suppose f(x) ≥ 0 is a concave function on [a, b]. Then for any y ∈ [a, b], f(x)
is bigger than the function obtained by connecting straight lines from (a, 0) to (y, f(y))

and then to (b, 0). Use this to prove that f(y) ≤ 2

b− a

∫ b

a

f(x)dx. Moreover, determine

when the equality holds.

Exercise 4.21. Suppose f(x) is continuous on [a, b] and differentiable on (a, b). Suppose

m ≤ f ′ ≤ M on (a, b) and denote µ =
f(b)− f(a)

b− a . By comparing f(x) with suitable

piecewise linear functions, prove that∣∣∣∣∫ b

a

f(x)dx− f(a) + f(b)

2
(b− a)

∣∣∣∣ ≤ (M − µ)(µ−m)

2(M −m)
(b− a)2.

Exercise 4.22 (First Integral Mean Value Theorem). Suppose f(x) is continuous on [a, b] and
g(x) is non-negative and integrable on [a, b]. Prove that there is c ∈ [a, b], such that∫ b

a

g(x)f(x)dx = f(c)

∫ b

a

g(x)dx.

In fact, we can achieve this by c ∈ (a, b).

Exercise 4.23. Suppose f(x) is integrable on [a, b]. Prove that∣∣∣∣f(c)(b− a)−
∫ b

a

f(x)dx

∣∣∣∣ ≤ ω[a,b](f)(b− a) for any c ∈ [a, b].

Exercise 4.24 (Integral Continuity). Suppose f(x) is a continuous function on an open inter-

val containing [a, b]. Prove that limt→0

∫ b

a

|f(x+ t)− f(x)|dx = 0. We will see in Exercise

4.91 that the continuity assumption is not needed.
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Proposition 4.3.3. Suppose f(x) is a function on [a, c], and b ∈ [a, c]. Then f(x)
is integrable on [a, c] if and only if its restrictions on [a, b] and [b, c] are integrable.
Moreover, ∫ c

a

f(x)dx =

∫ b

a

f(x)dx+

∫ c

b

f(x)dx.

The proposition reflects the intuition that, if a region is divided into non-
overlapping parts, then the whole area is the sum of the areas of the parts.

Proof. The proof is based on the study of the relation of the Riemann sums of the
function on [a, b], [b, c] and [a, c]. Let P be a partition of [a, c].

If P contains b as a partition point, then P is obtained by combining a partition
P ′ of [a, b] and a partition P ′′ of [b, c]. For any choice of x∗i for P and the same
choice for P ′ and P ′′, we have S(P, f) = S(P ′, f) + S(P ′′, f).

If P does not contain b as a partition point, then b ∈ (xk−1, xk) for some
k, and the new partition P̃ = P ∪ {b} is still obtained by combining a partition
P ′ of [a, b] and a partition P ′′ of [b, c] together. For any choice of x∗i for P , we
keep all x∗i with i 6= k and introduce x′

∗
k ∈ [xk−1, b], x

′′∗
k ∈ [b, xk] for P̃ . Then

S(P̃ , f) = S(P ′, f) + S(P ′′, f) as before, and

|S(P, f)− S(P ′, f)− S(P ′′, f)| = |S(P, f)− S(P̃ , f)|
= |f(x∗k)(xk − xk−1)− f(x′

∗
k)(b− xk−1)− f(x′′

∗
k)(xk − b)|

≤ 2

(
sup

[xk−1,xk]

|f |

)
‖P‖.

Suppose f is integrable on [a, b] and [b, c]. Then by Proposition 4.1.2, f(x)
is bounded on the two intervals. Thus |f(x)| < B for some constant B and all

x ∈ [a, c]. Denote I =

∫ b

a

f(x)dx and J =

∫ c

b

f(x)dx. For any ε > 0, there is

δ > 0, such that for partitions P ′ of [a, b] and P ′′ of [b, c] satisfying ‖P ′‖ < δ and
‖P ′′‖ < δ, we have |S(P ′, f)−I| < ε and |S(P ′′, f)−J | < ε. Then for any partition
P of [a, c] satisfying ‖P‖ < δ, we always have

|S(P, f)− I − J |
≤ |S(P, f)− S(P ′, f)− S(P ′′, f)|+ |S(P ′, f)− I|+ |S(P ′′, f)− I|
< 2Bδ + 2ε.

This implies that f(x) is integrable on [a, c], with

∫ c

a

f(x)dx = I + J .

It remains to show that the integrability on [a, c] implies the integrability on
[a, b] and [b, c]. By the Cauchy criterion, for any ε > 0, there is δ > 0, such that
for any partitions P and Q of [a, c] satisfying ‖P‖ < δ and ‖Q‖ < δ, we have
|S(P, f) − S(Q, f)| < ε. Now suppose P ′ and Q′ are partitions of [a, b] satisfying
‖P ′‖ < δ and ‖Q′‖ < δ. Let R be any partition of [b, c] satisfying ‖R‖ < δ. By
adding R to P ′ and Q′, we get partitions P and Q of [a, b] satisfying ‖P‖ < δ and
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‖Q‖ < δ. Moreover, the choices of x∗i (which may be different for P ′ and Q′) may
be extended by adding the same x∗i for R. Then we get

|S(P ′, f)− S(Q′, f)| = |(S(P ′, f) + S(R, f))− (S(Q′, f) + S(R, f))|
= |S(P, f)− S(Q, f)| < ε.

This proves the integrability of f on [a, b]. The proof of the integrability on [b, c] is
similar.

Example 4.3.4. A function f(x) on [a, b] is a step function if there is a partition P and
constants ci, such that f(x) = ci on (xi−1, xi) (it does not matter what f(xi) are). Then∫ b

a

f(x)dx =
∑∫ xi

xi−1

f(x)dx =
∑∫ xi

xi−1

cidx =
∑

ci(xi − xi−1).

Example 4.3.5. Suppose f(x) ≥ 0 is continuous on [a, b]. We claim that

lim
p→+∞

(∫ b

a

f(x)pdx

) 1
p

= max
[a,b]

f(x).

Let M = max[a,b] f(x). We have M = f(x0) for some x0 ∈ [a, b]. Since f(x) is
continuous at x0, for any ε > 0, we have f(x) > M − ε on an interval [c, d] containing x0.
Then

Mp(b− a) ≥
∫ b

a

f(x)pdx =

(∫ c

a

+

∫ d

c

+

∫ b

d

)
f(x)pdx

≥
∫ d

c

f(x)pdx ≥ (M − ε)p(d− c).

Therefore

M(b− a)
1
p ≥

(∫ b

a

f(x)pdx

) 1
p

≥ (M − ε)(d− c)
1
p .

As p→ +∞, the left side converges to M and the right side converges to M− ε. Therefore
there is N , such that

p > N =⇒ M + ε > M(b− a)
1
p , (M − ε)(d− c)

1
p > M − 2ε

=⇒ M + ε >

(∫ b

a

f(x)pdx

) 1
p

> M − 2ε.

This proves that limp→+∞

(∫ b

a

f(x)pdx

) 1
p

= M .

Example 4.3.6 (Testing Function). Suppose f(x) is continuous on [a, b]. If

∫ b

a

f(x)g(x)dx =

0 for any continuous function g(x), we prove that f(x) = 0 everywhere.
Suppose f(c) > 0 for some c ∈ [a, b]. By the continuity of f(x) at c, there is δ > 0,

such that f(x) >
1

2
f(c) on (c− 2δ, c+ 2δ). Then we construct a continuous function g(x)
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satisfying 0 ≤ g(x) ≤ 1, g(x) = 1 on [c− δ, c+ δ], and g(x) = 0 on [a, b]− (c− 2δ, c+ 2δ).
See Figure 4.3.1. We have∫ b

a

f(x)g(x)dx =

(∫ c−2δ

a

+

∫ c−δ

c−2δ

+

∫ c+δ

c−δ
+

∫ c+2δ

c+δ

+

∫ b

c+2δ

)
f(x)g(x)dx

=

(∫ c−δ

c−2δ

+

∫ c+δ

c−δ
+

∫ c+2δ

c+δ

)
f(x)g(x)dx

≥
∫ c+δ

c−δ
f(x)g(x)dx =

∫ c+δ

c−δ
f(x)dx ≥ f(c)δ > 0.

The first equality is due to Proposition 4.3.3. The second equality is due to g = 0 on
[a, c − 2δ] and [c + 2δ, b]. The third equality is due to g(x) = 1 on [c − δ, c + δ]. The
first inequality is due to f(x)g(x) ≥ 0 on [c − 2δ, c − δ] and [c + δ, c + 2δ]. The second

inequality is due to f(x) >
1

2
f(c) on (c− 2δ, c+ 2δ). The contradiction at the end shows

that f(x) cannot take positive value. The same argument shows that the function cannot
take negative value. Therefore it is constantly zero.

c− δ c+ δc− 2δ c+ 2δ

Figure 4.3.1. Continuous (or even smooth) testing function g.

The function g(x) serves as a testing function for showing that a given function f(x)
is constantly zero. This is a very useful technique. Note that with the help of the function
in Example 3.4.9, the function in Figure 4.3.1 can be constructed to have derivatives of
any order. In other words, we can use smooth functions as testing functions.

Exercise 4.25. Suppose f is continuous on [a, b] and f > 0 on (a, b). Suppose g is integrable

on [a, b]. Prove that limp→+∞

∫ b

a

gf
1
p dx =

∫ b

a

gdx.

Exercise 4.26. Suppose f is strictly increasing on [a, b] and f(a) ≥ −1.

1. Prove that if f(b) ≤ 1, then limp→+∞

∫ b

a

fpdx = 0.

2. Prove that if f(b) > 1 and f is continuous at b, then limp→+∞

∫ b

a

fpdx = +∞.

Extend the result to limp→+∞

∫ b

a

fpgdx, where g is non-negative and integrable on [a, b].

Exercise 4.27. Suppose f is continuous on [a, b]. Prove that the following are equivalent.

1. f = 0 on [a, b].

2.

∫ b

a

|f |dx = 0.



148 Chapter 4. Integration

3.

∫ d

c

fdx = 0 for any [c, d] ⊂ [a, b].

4.

∫ b

a

fgdx = 0 for any smooth function g.

Exercise 4.28. Suppose f is continuous on [a, b]. Prove that

∣∣∣∣∫ b

a

fdx

∣∣∣∣ =

∫ b

a

|f |dx if and

only if f does not change sign.

Exercise 4.29. Suppose f is continuous on [a, b] and satisfies

∫ b

a

f(x)dx =

∫ b

a

xf(x)dx = 0.

Prove that f(c1) = f(c2) = 0 at least two distinct points c1, c2 ∈ (a, b). Extend the result
to more points.

Exercise 4.30. Suppose f is a periodic integrable function of period T . Prove that

∫ a+T

a

fdx =∫ T

0

fdx. Conversely, prove that if f is continuous and

∫ a+T

a

fdx is independent of a, then

f is periodic of period T .

Exercise 4.31. Suppose f is a periodic integrable function of period T . Prove that

lim
b→+∞

1

b

∫ b

a

fdx =
1

T

∫ T

0

fdx.

This says that the limit of the average on bigger and bigger intervals is the average on an
interval of the period length.

Exercise 4.32. Suppose f is integrable on [a, b]. Prove that∣∣∣∣S(P, f)−
∫ b

a

fdx

∣∣∣∣ ≤ ω(P, f).

Exercise 4.33. Suppose f satisfies the Lipschitz condition |f(x) − f(x′)| ≤ L|x − x′| on
[a, b]. Prove that ∣∣∣∣S(P, f)−

∫ b

a

fdx

∣∣∣∣ ≤ L

2

∑
∆x2

i .

This gives an estimate of how close the Riemann sum is to the actual integral.

Exercise 4.34. Suppose g is integrable on [a, b]. Prove that∣∣∣∣∣∑ f(x∗i )

∫ xi

xi−1

gdx−
∫ b

a

fgdx

∣∣∣∣∣ ≤
(

sup
[a,b]

|g|

)
ω(P, f).

Exercise 4.35. Suppose f and g are integrable. Prove that

lim
‖P‖→0

∑
f(x∗i )

∫ xi

xi−1

gdx =

∫ b

a

fgdx.
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Exercise 4.36. Suppose f is integrable and satisfies

∫ x

a

fdx = 0 for all x ∈ [a, b]. Prove

that

∫ b

a

fgdx = 0 for any integrable g.

Exercise 4.37. Suppose f and g are integrable on [a, b]. Prove that for any ε > 0, there is
δ > 0, such that for any partition P satisfying ‖P‖ < δ and choices x∗i , x

∗∗
i ∈ [xi−1, xi], we

have ∣∣∣∣∑ f(x∗i )g(x∗∗i )∆xi −
∫ b

a

fgdx

∣∣∣∣ < ε.

Exercise 4.38 (Riemann-Lebesgue Lemma). Suppose f is a periodic function of period T
and g is integrable on [a, b]. Prove that

lim
t→∞

∫ b

a

f(tx)g(x)dx =
1

T

∫ T

0

f(x)dx

∫ b

a

g(x)dx.

Exercise 4.39. Study Propositions 4.3.1, 4.3.2 and 4.3.3 for the lower and upper Darboux
integrals.

The definition of the Riemann integral

∫ b

a

f(x)dx implicitly assumes a < b.

If a > b, then we also define∫ b

a

f(x)dx = −
∫ a

b

f(x)dx.

Moreover, we define

∫ a

a

f(x)dx = 0 (which can be considered as a special case of

the original definition of the Riemann integral). Then the equality∫ c

a

f(x)dx =

∫ b

a

f(x)dx+

∫ c

b

f(x)dx

still holds for any order between a, b, c. Proposition 4.3.1 still holds for a ≥ b, and
the direction of the inequality in Proposition 4.3.2 needs to be reversed for a ≥ b.

4.4 Fundamental Theorem of Calculus
The integration was originally considered as the inverse of the differentiation. Such
connection between integration and differentiation is the Fundamental Theorem of
Calculus.

Newton-Leibniz Formula

Theorem 4.4.1. Suppose F (x) is continuous on [a, b], differentiable on (a, b), and

F ′(x) is integrable. Then F (x) = F (a) +

∫ x

a

F ′(t)dt.
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Proof. Let P be a partition of [a, b]. By the Mean Value Theorem, we can express
F (b)− F (a) as a Riemann sum of F ′(x) with suitable choice of x∗i

F (b)− F (a) =
∑

(F (xi)− F (xi−1)) =
∑

F ′(x∗i )(xi − xi−1).

By the integrability of F ′(x), the right side converges to

∫ b

a

F ′(x)dx as ‖P‖ → 0.

Therefore F (b)− F (a) =

∫ b

a

F ′(x)dx.

The theorem tells us that, if f(x) is integrable and F (x) is an antiderivative of
f (meaning F is differentiable and F ′(x) = f(x)), then we have the Newton-Leibniz
formula for calculating the integral of f∫ b

a

f(x)dx = F (b)− F (a).

This raises two questions.

1. Do all integrable functions have antiderivative?

2. Are the derivative of all differentiable functions integrable?

We will have examples showing that both answers are no. The following implies
that continuous (stronger than integrable) functions have antiderivatives.

Theorem 4.4.2. Suppose f(x) is integrable. Then F (x) =

∫ x

a

f(t)dt is a continuous

function. Moreover, if f(x) is continuous at x0, then F (x) is differentiable at x0,
with F ′(x0) = f(x0).

Proof. By Proposition 4.1.2, f(x) is bounded by a constant B. Then by Example
4.3.3 and Proposition 4.3.3, we have

|F (x)− F (x0)| =
∣∣∣∣∫ x

x0

f(t)dt

∣∣∣∣ ≤ B|x− x0|.

This implies limx→x0 F (x) = F (x0).
Suppose we also know that f(x) is continuous at x0. Then for any ε < 0, there

is δ > 0, such that |x− x0| < δ implies |f(x)− f(x0)| < ε. This further implies

|F (x)− F (x0)− f(x0)(x− x0)| =
∣∣∣∣∫ x

x0

f(t)dt− f(x0)(x− x0)

∣∣∣∣
=

∣∣∣∣∫ x

x0

(f(t)− f(x0))dt

∣∣∣∣ ≤ ε|x− x0|.

Therefore F (x0) + f(x0)(x− x0) is the linear approximation of F (x) at x0.
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Example 4.4.1. The sign function sign(x) in Example 2.3.1 is integrable, with

∫ x

0

sign(t)dt =



∫ x

0

1dx = x, if x > 0

0, if x = 0∫ x

0

−1dx = −x if x < 0

= |x|.

If the sign function has an antiderivative F , then Theorem 4.4.1 implies F (x) = F (0)+ |x|.
Therefore F is not differentiable at x = 0. The non-differentiability confirms the necessity
of the continuity at x0 in Theorem 4.4.2.

The example shows that an integrable function may not always have antiderivative.
A generalisation of the example can be found in Exercise 4.41.

Exercise 4.40. If f(x) is not continuous at x0, is it true that F (x) =

∫ x

a

f(t)dt is not

differentiable at x0?

Exercise 4.41. Suppose f(x) is integrable and F (x) =

∫ x

a

f(t)dt. Prove that if f(x) has

left limit at x0, then F ′−(x0) = f(x−0 ). In particular, this shows that if f has different left
and right limits at x0, then F (x) is not differentiable at x0.

Exercise 4.42. Suppose f(x) is integrable on [a, b]. Prove that
1

2

∫ b

a

f(x)dx =

∫ c

a

f(x)dx

for some c ∈ (a, b). Can
1

2
be replaced by some other number?

Example 4.4.2. The function

F (x) =

x2 sin
1

x
, if x 6= 0,

0, if x = 0,

is differentiable, and its derivative function

f(x) =

2x sin
1

x
− cos

1

x
, if x 6= 0,

0, if x = 0,

is not continuous but still integrable by Proposition 4.1.4 and Exercise 4.7. Therefore we

still have the Newton-Leibniz formula

∫ 1

0

f(x)dx = F (1)− F (0) = sin 1.

Example 4.4.3. The function

F (x) =

x2 sin
1

x2
, if x 6= 0,

0, if x = 0,

is differentiable, and its derivative function

f(x) =

2x sin
1

x2
− 2

x
cos

1

x2
, if x 6= 0,

0, if x = 0,
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is not integrable on [0, 1] because it is not bounded.
The example appears to tell us that derivative functions are not necessarily inte-

grable. However, such interpretation is misleading because the problem is not the failure
of the integrability criterion, but that the integration is not defined for unbounded function.
One natural way to extend the integration to unbounded functions is through improper
integral, which is defined as the limit of the integration of the bounded part∫ 1

0

f(x)dx = lim
a→0+

∫ 1

a

f(x)dx = lim
a→0+

(F (1)− F (a)) = F (1)− F (0) = sin 1.

The example suggests that, by suitably extending the integration, derivative func-
tions are likely to be always integrable. Moreover, the current example, Example 4.4.2,
and Exercise 4.43 suggests that the Newton-Leibniz formula are likely always true in the
extended integration theory.

Exercise 4.43. Prove that Theorem 4.4.1 still holds for piecewise differentiable. In other
words, if F is continuous, differentiable at all but finitely many points, and F ′ is integrable,
then the Newton-Leibniz formula remains true.

Exercise 4.44. Suppose F is continuous on [a, b] and differentiable on (a, b). Suppose F (x) =

F (a) +

∫ x

a

f(t)dt for an integrable f and all x ∈ (a, b).

1. Prove that on any interval [c, d] ⊂ [a, b], we have inf [c,d] f ≤ F ′(x) ≤ sup[c,d] f for
any x ∈ [c, d]. In other words, the derivative F ′ is bounded by the bounds of f .

2. Prove that F ′ is integrable on [a, b].

Combined with Theorem 4.4.1, the second statement gives the necessary and sufficient
condition for the integrability of F ′.

Exercise 4.45. Explain that the function f in Exercise 4.44 is not necessarily equal to F ′.
Then use Exercise 4.36 to compare f and F ′.

If the answers to both questions after Theorem 4.4.1 are affirmative, then
we would have the perfect Fundamental Theorem. The examples and exercises
above show that, although the Fundamental Theorem for Riemann integral is not
perfect, the problem happens only at few places. They also suggest that, if the
integration can be extended to tolerate “small defects”, then it is possible to get
perfect Fundamental Theorem. This is realised by Theorem 12.3.5, in the setting
of Lebesgue integral.

Application of Fundamental Theorem

Example 4.4.4. We try to find continuous f(x) on [0,+∞), such that p

∫ x

0

tf(t)dt =

x

∫ x

0

f(t)dt. The continuity means that we can take derivative on both sides and get

pxf(x) = xf(x) +

∫ x

0

f(t)dt, or (p− 1)xf(x) =

∫ x

0

f(t)dt.

If p = 1, then

∫ x

0

f(t)dt = 0 for all x ≥ 0. This means f(x) is constantly zero.
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If p 6= 1, then the differentiability of

∫ x

0

f(t)dt implies the differentiability of f(x) =

1

(p− 1)x

∫ x

0

f(t)dt for x > 0. By taking derivative of both sides of (p − 1)xf(x) =∫ x

0

f(t)dt, we get (p− 1)(f(x) + xf ′(x)) = f(x), or qf(x) + xf ′(x) = 0, where q =
p− 2

p− 1
.

This means (xqf(x))′ = qxq−1f(x) + xqf(x) = xq−1(qf(x) + xf ′(x)) = 0. Therefore we

find that xqf(x) = c is a constant, or f(x) = cx
2−p
p−1 . We note that, in order for the integral

on [0, x] to make sense, f(x) has to be bounded on bounded intervals. This means that

we need to have
2− p
p− 1

≥ 0, or 1 < p ≤ 2. In this case, substituting f(x) = cx
2−p
p−1 into the

original equation shows that it is indeed a solution.

We conclude that, if 1 < p ≤ 2, then the solutions are f(x) = cx
2−p
p−1 . Otherwise,

the only solution is f(x) = 0.

Exercise 4.46. Find continuous functions satisfying the equalities.

1.

∫ x

0

f(t)dt =

∫ 1

x

f(t)dt on [0, 1].

2. p

∫ x

1

tf(t)dt = x

∫ x

1

f(t)dt on (0,+∞).

3. (f(x))2 = 2

∫ x

0

f(t)dt on (−∞,+∞).

Exercise 4.47. Find continuous functions f(x) on (0,+∞), such that for all b > 0, the

integral

∫ ab

a

f(x)dx is independent of a > 0.

Since integration is almost the converse of differentiation, the properties of
differentiation should have integration counterparts. The counterpart of (f + g)′ =
f ′ + g′ and (cf)′ = cf ′ is Proposition 4.3.1. The counterpart of the Leibniz rule is
the following.

Theorem 4.4.3 (Integration by Parts). Suppose f(x), g(x) are differentiable, and
f ′(x), g′(x) are integrable. Then

∫ b

a

f(x)g′(x)dx+

∫ b

a

f ′(x)g(x)dx = f(b)g(b)− f(a)g(a).

Since the current Fundamental Theorem is not perfect, the integration by
parts in the theorem is not the best we can get. Theorem 4.5.3 gives the best
version.

Proof. Since differentiability implies continuity (Proposition 3.1.3), and continuity
implies integrability (Proposition 4.1.4), we know f, g are integrable. Then by
Example 4.3.1, fg′, f ′g are integrable, and (fg)′ = fg′ + f ′g is integrable. By
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Theorem 4.4.1, we get∫ b

a

f(x)g′(x)dx+

∫ b

a

f ′(x)g(x)dx =

∫ b

a

(f(x)g(x))′dx = f(b)g(b)− f(a)g(a).

The chain rule also has its integration counterpart.

Theorem 4.4.4 (Change of Variable). Suppose φ(x) is differentiable, with φ′(x) in-
tegrable on [a, b]. Suppose f(y) is continuous on φ([a, b]). Then∫ φ(b)

φ(a)

f(y)dy =

∫ b

a

f(φ(x))φ′(x)dx.

Again the theorem is not the best change of variable formula we can get.
Theorem 4.5.4 gives the best version. Moreover, Exercise 4.65 gives another version
of change of variable, with more strict condition on φ and less strict condition on
f .

Proof. Applying Theorem 4.4.2 to the continuous f , we find that F (z) =

∫ z

φ(a)

f(y)dy

satisfies F ′(z) = f(z). Since φ is differentiable, by the chain rule, we have

F (φ(x))′ = F ′(φ(x))φ′(x) = f(φ(x))φ′(x).

Since f and φ are continuous, the composition f(φ(x)) is continuous and therefore
integrable. Moreover, φ′(x) is assumed to be integrable. Therefore the product
f(φ(x))φ′(x) is integrable, and we may apply Theorem 4.4.1 to get

F (φ(b))− F (φ(a)) =

∫ b

a

f(φ(x))φ′(x)dx.

By the definition of F (z), this is the equality in the theorem.

Exercise 4.48 (Jean Bernoulli22). Suppose f(t) has continuous n-th order derivative on [0, x].
Prove that∫ x

0

f(t)dt = xf(x)− x2

2!
f ′(x) + · · ·+ (−1)n−1 x

n

n!
f (n−1)(x) + (−1)n

1

n!

∫ x

0

tnf (n)(t)dt.

Exercise 4.49. Suppose u(x) and v(x) have continuous n-th order derivatives on [a, b]. Prove
that∫ b

a

uv(n)dx =
[
uv(n−1) − u′v(n−2) + · · ·+ (−1)n−1u(n−1)v

]x=b

x=a
+ (−1)n

∫ b

a

u(n)vdx.

Then apply the formula to

∫ x

x0

(x−t)nf (n+1)(t)dt to prove the integral form of the remainder

of the Taylor expansion

Rn(x) =
1

n!

∫ x

x0

(x− t)nf (n+1)(t)dt.

22Jean Bernoulli, born 1667 and died 1748 in Basel (Switzerland).
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Exercise 4.50. Suppose f ′(x) is integrable and limx→+∞ f
′(x) = 0. Prove that

lim
b→+∞

1

b

∫ b

a

f(x) sinxdx = 0.

Moreover, extend the result to high order derivatives.

Exercise 4.51. Suppose f(x) is continuous on [−a, a]. Prove that the following are equiva-
lent.

1. f(x) is an odd function.

2.

∫ b

−b
f(x)dx = 0 for any 0 < b < a.

3.

∫ a

−a
f(x)g(x)dx = 0 for any even continuous function g(x).

4.

∫ a

−a
f(x)g(x)dx = 0 for any even integrable function g(x).

Exercise 4.52. Suppose f(x) is integrable on [0, 1] and is continuous at 0. Prove that

lim
h→0+

∫ 1

0

h

h2 + x2
f(x)dx =

π

2
f(0).

Exercise 4.53. Suppose f(x) is integrable on an open interval containing [a, b] and is con-
tinuous at a and b. Prove that

lim
h→0

∫ b

a

f(x+ h)− f(x)

h
dx = f(b)− f(a).

The result should be compared with the equality∫ b

a

lim
h→0

f(x+ h)− f(x)

h
dx =

∫ b

a

f ′(x)dx = f(b)− f(a),

which by Theorem 4.4.1 holds when f(x) is differentiable and f ′(x) is integrable.

4.5 Riemann-Stieltjes Integration

Riemann-Stieltjes Sum

Let f and α be functions on a bounded interval [a, b]. The Riemann-Stieltjes23 sum
of f with respect to α is

S(P, f, α) =

n∑
i=1

f(x∗i )(α(xi)− α(xi−1)) =

n∑
i=1

f(x∗i )∆αi.

23Thomas Jan Stieltjes, born 1856 in Zwolle (Netherland), died 1894 in Toulouse (France). He
is often called the father of the analytic theory of continued fractions and is best remembered for
his integral.
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We say that f has Riemann-Stieltjes integral I and denote

∫ b

a

fdα = I, if for any

ε > 0, there is δ > 0, such that

‖P‖ < δ =⇒ |S(P, f, α)− I| < ε.

When α(x) = x, we get the Riemann integral.

Example 4.5.1. Suppose f(x) = c is a constant. Then S(P, f, α) = c(α(b)−α(a)). There-

fore

∫ b

a

cdα = c(α(b)− α(a)).

Example 4.5.2. Suppose α(x) = α0 is a constant. Then ∆αi = 0, and therefore

∫ b

a

fdα0 =

0 for any f . Since f can be arbitrary, we see that Proposition 4.1.2 cannot be extended
without additional conditions.

Example 4.5.3. Suppose the Dirichlet function D(x) is Riemann-Stieltjes integrable with
respect to α on [a, b]. We claim that α must be a constant.

Let c, d ∈ [a, b], c < d. Let P be any partition with c and d as partition points. If we
choose all x∗i to be irrational, then we get S(P,D, α) = 0. If we choose x∗i to be irrational
whenever [xi−1, xi] 6⊂ [c, d] and choose x∗i to be rational whenever [xi−1, xi] ⊂ [c, d], then
we get S(P,D, α) = α(d)−α(c). Since the two choices should converge to the same limit,
we conclude that α(d)−α(c) = 0. Since c, d are arbitrary, we conclude that α is a constant.

The example shows that it is possible for a nonzero function f to satisfy

∫ b

a

fdα = 0

whenever the Riemann-Stieltjes integral makes sense.

Exercise 4.54. Prove that the only function that is Riemann-Stieltjes integrable with re-
spect to the Dirichlet function is the constant function. In particular, this shows that∫ b

a

fdα = 0 for any function f that is Riemann-Stieltjes integrable with respect to α does

not necessarily imply that α is a constant.

Exercise 4.55. Suppose c ∈ (a, b), the three numbers α−, α0, α+ are not all equal, and

α(x) =


α−, if x < c,

α0, if x = c,

α+, if x > c.

Prove that f is Riemann-Stieltjes integrable with respect to α if and only if f is continuous

at c. Moreover, we have

∫ b

a

fdα = f(c)(α+ − α−).

Exercise 4.56. Find suitable α on [0, 2], such that

∫ 2

0

fdα = f(0) + f(1) + f(2) for any

continuous f on [0, 2].
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Proposition 4.5.1. Suppose f is Riemann-Stieltjes integrable with respect to α on
[a, b]. Then at any c ∈ [a, b], either f or α is continuous at c.

Proof. The Cauchy criterion for the convergence of Riemann-Stieltjes sum is that,
for any ε > 0, there is δ > 0, such that

‖P‖ < δ, ‖P ′‖ < δ =⇒ |S(P, f, α)− S(P ′, f, α)| < ε.

For x ≤ u ≤ v ≤ y satisfying |x− y| < δ, we choose P to be a partition with [x, y]
as a partition interval and with u ∈ [x, y] as a sample point. We also choose P ′ to
be the same partition, with the same sample points except u is replaced by v. Then
we get

S(P, f, α)− S(P ′, f, α) = (f(u)− f(v))(α(y)− α(x)),

and the Cauchy criterion specialises to

x ≤ u ≤ v ≤ y, |x− y| < δ =⇒ |f(u)− f(v)| |α(x)− α(y)| < ε.

Now we study what happens at c ∈ [a, b]. If α is not continuous at c, then
either limx→c α(x) diverges, or the limit converges but is not equal to α(c). We
want to show that f is continuous at c in either case.

Suppose limx→c α(x) diverges. By Exercise 2.14, there is B > 0, such that

for the δ > 0 above, we can find x, y satisfying c − δ

2
< x < c < y < c +

δ

2
and

|α(x)− α(y)| ≥ B. Note that B depends only on α and c, and is independent of δ
and ε. Since |x− y| < δ, we get

u, v ∈ [x, y] =⇒ |f(u)− f(v)| < ε

|α(x)− α(y)|
<

ε

B
.

By x < c < y, we can find δ′, such that x < c− δ′ < c < c+ δ′ < y. Then by taking
v = c, the implication above further implies

|u− c| < δ′ =⇒ |f(u)− f(c)| < ε

B
.

This verifies the continuity of f at c.
Suppose limx→c α(x) converges but is not equal to α(c). By limx→c+ α(x) 6=

α(c), there is B > 0, such that for the δ > 0 above, we can find y satisfying
c < y < c+ δ and |α(c)− α(y)| ≥ B. Since |y − c| < δ, we get

u, v ∈ [c, y] =⇒ |f(u)− f(v)| < ε

|α(c)− α(y)|
<

ε

B
.

Let δ′ = y − c. Then by taking v = c, the implication above further implies

0 ≤ u− c < δ′ =⇒ |f(u)− f(c)| < ε

B
.

This verifies the right continuity of f at c. By the same reason, f is also left
continuous at c.
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Property of Riemann-Stieltjes Integral

Many properties of the Riemann integral can be extended to Riemann-Stieltjes
integral. Sometimes one needs to be careful with the continuity condition from
Proposition 4.5.1. When it comes to inequality, we may also need α to be monotone.

Exercise 4.57. Suppose f and g are Riemann-Stieltjes integrable with respect to α. Prove
that f + g and cf are Riemann-Stieltjes integrable with respect to α and∫ b

a

(f + g)dα =

∫ b

a

fdα+

∫ b

a

gdα,

∫ b

a

cfdα = c

∫ b

a

fdα.

This extends Proposition 4.3.1.

Exercise 4.58. Suppose f is Riemann-Stieltjes integrable with respect to α and β. Suppose
c is a constant. Prove that f is Riemann-Stieltjes integrable with respect to α+β and cα,
and ∫ b

a

fd(α+ β) =

∫ b

a

fdα+

∫ b

a

fdβ,

∫ b

a

fd(cα) = c

∫ b

a

fdα.

Exercise 4.59. Suppose f and α are functions on [a, c] and b ∈ (a, c).

1. Prove that if f is Riemann-Stieltjes integrable with respect to α on [a, c], then f is
Riemann-Stieltjes integrable with respect to α on [a, b] and [b, c], and∫ c

a

fdα =

∫ b

a

fdα+

∫ c

b

fdα.

2. Suppose f and α are bounded, and either f or α is continuous at c. Prove that
if f is Riemann-Stieltjes integrable with respect to α on [a, b] and [b, c], then f is
Riemann-Stieltjes integrable with respect to α on [a, c].

3. Construct bounded functions f and α, such that f is Riemann-Stieltjes integrable
with respect to α on [a, b] and [b, c], but f is left continuous and not right continuous
at c, while α is right continuous and not left continuous at c. By Exercise 4.55, f is
not Riemann-Stieltjes integrable with respect to α on [a, c].

This shows that Proposition 4.3.3 may be extended as long as either f or α is continuous
at the breaking point c.

Exercise 4.60. Suppose f and g are Riemann-Stieltjes integrable with respect to an increas-
ing α on [a, b]. Prove that

f ≤ g =⇒
∫ b

a

fdα ≤
∫ b

a

gdα.

Moreover, if α is strictly increasing and f and g are continuous, then the equality holds
if and only if f = g. This shows that Proposition 4.3.2 may be extended as long as we
assume that α is increasing.
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Exercise 4.61. Suppose f is Riemann-Stieltjes integrable with respect to an increasing α
on [a, b]. Prove that ∣∣∣∣∫ b

a

fdα

∣∣∣∣ ≤ ∫ b

a

|f |dα,

(α(b)− α(a)) inf
[a,b]

f ≤
∫ b

a

fdα ≤ (α(b)− α(a)) sup
[a,b]

f,∣∣∣∣f(c)(α(b)− α(a))−
∫ b

a

fdα

∣∣∣∣ ≤ ω[a,b](f)(α(b)− α(a)) for c ∈ [a, b],∣∣∣∣S(P, f, α)−
∫ b

a

fdα

∣∣∣∣ ≤∑ω[xi−1,xi](f)∆αi.

Moreover, extend the first Integral Mean Value Theorem in Exercise 4.22 to the Riemann-
Stieltjes integral.

Exercise 4.62. Suppose f is Riemann-Stieltjes integrable with respect to α, and F (x) =∫ x

a

fdα. Prove that if α is monotone and f is continuous at x0, then for any ε > 0, there

is δ > 0, such that

|∆x| = |x− x0| < δ =⇒ |F (x)− F (x0)− f(x0)∆α| ≤ ε|∆α|.

This shows that the Fundamental Theorem of Calculus may be extended as long as α is
monotone.

The following is the relation between Riemann-Stieltjes integral and the or-
dinary Riemann integral. An extension is given in Exercise 4.78. A much more
general extension is given by Example 12.4.1.

Theorem 4.5.2. Suppose f is bounded, g is Riemann integrable, and α(x) = α(a)+∫ x

a

g(t)dt. Then f is Riemann-Stieltjes integrable with respect to α if and only if

fg is Riemann integrable. Moreover,∫ b

a

fdα =

∫ b

a

fgdx.

For the special case α is differentiable with Riemann integrable α′, by Theorem
4.4.1, the formula becomes ∫ b

a

fdα =

∫ b

a

fα′dx.

This is consistent with the notation dα = α′dx for the differential.

Proof. Suppose |f | < B for a constant B. Since g is Riemann integrable, for any
ε > 0, there is δ > 0, such that ‖P‖ < δ implies

∑
ω[xi−1,xi](g)∆xi < ε. For the
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same choice of P and x∗i , the Riemann-Stieltjes sum of f with respect to α is

S(P, f, α) =
∑

f(x∗i )(α(xi)− α(xi−1)) =
∑

f(x∗i )

∫ xi

xi−1

g(t)dt.

The Riemann sum of fg is

S(P, fg) =
∑

f(x∗i )g(x∗i )∆xi.

When ‖P‖ < δ, we have (the second inequality uses Exercise 4.23)

|S(P, f, α)− S(P, fg)| ≤
∑
|f(x∗i )|

∣∣∣∣∣
∫ xi

xi−1

g(t)dt− g(x∗i )∆xi

∣∣∣∣∣
≤
∑

Bω[xi−1,xi](g)∆xi ≤ Bε.

This implies that the Riemann-Stieltjes sum of f with respect to α converges if
and only if the Riemann sum of fg converges. Moreover, the two limits are the
same.

The following shows that, in a Riemann-Stieltjes integral

∫ b

a

fdα, the roles of

f and α may be exchanged.

Theorem 4.5.3 (Integration by Parts). A function f is Riemann-Stieltjes integrable
with respect to α if and only if α is Riemann-Stieltjes integrable with respect to f .
Moreover, ∫ b

a

fdα+

∫ b

a

αdf = f(b)α(b)− f(a)α(a).

Proof. For a partition

P : a = x0 < x1 < x2 < · · · < xn = b,

and sample points x∗i ∈ [xi−1, xi], we have the Riemann-Stieltjes sum of f with
respect to α

S(P, f, α) =

n∑
i=1

f(x∗i )(α(xi)− α(xi−1)).

We use the sample points to form

Q : a = x∗0 ≤ x∗1 ≤ x∗2 ≤ · · · ≤ x∗n ≤ x∗n+1 = b,

which is almost a partition except some possible repetition among partition points.
Moreover, if we use the partition points xi−1 ∈ [x∗i−1, x

∗
i ], 1 ≤ i ≤ n + 1, of P as

the sample points for Q, then the Riemann-Stieltjes sum of α with respect to f is

S(Q,α, f) =

n+1∑
i=1

α(xi−1)(f(x∗i )− f(x∗i−1)).
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Note that in case a repetition x∗i = x∗i−1 happens, the corresponding term in the
sum simply vanishes, so that S(Q,α, f) is the same as the Riemann-Stieltjes sum
after removing all the repetitions.

Now we add the two Riemann-Stieltjes sums together (see Figure 4.5.1 for the
geometric meaning)

S(P, f, α) + S(Q,α, f)

=

n∑
i=1

f(x∗i )(α(xi)− α(xi−1)) +

n+1∑
i=1

α(xi−1)(f(x∗i )− f(x∗i−1))

=

n∑
i=1

f(x∗i )α(xi)−
n∑
i=1

f(x∗i )α(xi−1) +

n+1∑
i=1

α(xi−1)f(x∗i )−
n+1∑
i=1

α(xi−1)f(x∗i−1)

=

n+1∑
i=1

α(xi−1)f(x∗i )−
n∑
i=1

f(x∗i )α(xi−1) +

n∑
i=1

f(x∗i )α(xi)−
n+1∑
i=1

α(xi−1)f(x∗i−1)

= f(x∗n+1)α(xn)− f(x0)α(x∗0) = f(b)α(b)− f(a)α(a).

The limit of the equality gives us the integration by parts. Specifically, if α is

Riemann-Stieltjes integrable with respect to f , with I =

∫ b

a

αdf , then for any

ε > 0, there is δ > 0, such that

‖Q‖ < δ =⇒ |S(Q,α, f)− I| < ε.

Since x∗i − x∗i−1 ≤ xi − xi−2 ≤ 2‖P‖, we have ‖Q‖ ≤ 2‖P‖. Then ‖P‖ < δ

2
implies

‖Q‖ < δ, which further implies

|S(P, f, α)− (f(b)α(b)− f(a)α(a)− I)| = |S(Q,α, f)− I| < ε.

This proves that f is Riemann-Stieltjes integrable with respect to α, and the equality
in the theorem holds.

Theorem 4.5.4 (Change of Variable). Suppose φ is increasing and continuous on
[a, b]. Suppose f is Riemann-Stieltjes integrable with respect to α on [φ(a), φ(b)].
Then f ◦ φ is Riemann-Stieltjes integrable with respect to α ◦ φ on [a, b]. Moreover,∫ φ(b)

φ(a)

fdα =

∫ b

a

(f ◦ φ)d(α ◦ φ).

Proof. Let P be a partition of [a, b]. Since φ is increasing, we have a partition

φ(P ) : φ(a) = φ(x0) ≤ φ(x1) ≤ φ(x2) ≤ · · · ≤ φ(xn) = φ(b)

of [φ(a), φ(b)]. As explained in the proof of Theorem 4.5.3, we do not need to be
worried about the repetition in partition points.
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Figure 4.5.1. The sum of vertical and horizontal strips is f(b)α(b)− f(a)α(a).

Choose x∗i for P and choose the corresponding φ(x∗i ) for φ(P ). Then the
Riemann-Stieltjes sum

S(P, f ◦ φ, α ◦ φ) =
∑

f(φ(x∗i ))(α(φ(xi))− α(φ(xi−1))) = S(φ(P ), f, α).

Since f is Riemann-Stieltjes integrable with respect to α, for any ε > 0, there is
δ > 0, such that

‖Q‖ < δ =⇒

∣∣∣∣∣S(Q, f, α)−
∫ φ(a)

φ(a)

fdα

∣∣∣∣∣ < ε.

The continuity of φ implies the uniform continuity. Therefore there is δ′ > 0, such
that ‖P‖ < δ′ implies ‖φ(P )‖ < δ. Then ‖P‖ < δ′ implies∣∣∣∣∣S(P, f ◦ φ, α ◦ φ)−

∫ φ(a)

φ(a)

fdα

∣∣∣∣∣ =

∣∣∣∣∣S(φ(P ), f, α)−
∫ φ(a)

φ(a)

fdα

∣∣∣∣∣ < ε.

This proves that f ◦ φ is Riemann-Stieltjes integrable with respect to α ◦ φ and the
equality in the theorem holds.

Exercise 4.63. Prove the following version of the integration by parts: Suppose φ(x), ψ(x)

are integrable on [a, b], and f(x) = f(a) +

∫ x

a

φ(t)dt, g(x) = g(a) +

∫ x

a

ψ(t)dt. Then

∫ b

a

f(x)ψ(x)dx+

∫ b

a

φ(x)g(x)dx = f(b)g(b)− f(a)g(a).

Exercise 4.64. What happens to Theorem 4.5.4 if φ is decreasing? What if φ(x) is not
assumed to be continuous?
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Exercise 4.65. Prove the following version of the change of variable: Suppose φ(x) = φ(a)+∫ x

a

g(t)dt for an integrable g ≥ 0 on [a, b]. Suppose f(y) is integrable on [φ(a), φ(b)]. Then∫ φ(b)

φ(a)

f(y)dy =

∫ b

a

f(φ(x))g(x)dx.

Exercise 4.66 (Young’s Inequality). Suppose f and g are increasing functions satisfying
g(f(x)) = x and f(0) = 0. Prove that if f is continuous, then for any a, b > 0, we have∫ a

0

f(x)dx+

∫ b

0

g(y)dy ≥ ab.

Show that Young’s inequality in Exercise 3.74 is a special case of this.

4.6 Bounded Variation Function

Variation of Function

We want to extend the criterion for Riemann integrability (Theorem 4.1.3) to the
Riemann-Stieltjes integral. The technical tool for Theorem 4.1.3 is the estimation
such as (4.1.3). For monotone α, it is straightforward to extend the estimation to

|f(c)(α(b)− α(a))− S(P, f, α)| ≤ ω[a,b](f)|α(b)− α(a)|,

and further get the straightforward extension of Theorem 4.1.3.
For general α, however, the straightforward extension is wrong. So we intro-

duce the variation of α with respect to a partition P

VP (α) = |α(x1)− α(x0)|+ |α(x2)− α(x1)|+ · · ·+ |α(xn)− α(xn−1)| =
∑
|∆αi|.

If a partition Q refines P , then we clearly have VQ(α) ≥ VP (α). So we define the
variation of α on an interval

V[a,b](α) = sup{VP (α) : P is a partition of [a, b]}.

We say that α has bounded variation if the quantity is finite.
If |f | ≤ B, then we have

|S(P, f, α)| ≤
∑
|f(x∗i )||∆αi| ≤ B

∑
|∆αi| = BVP (α).

For any c ∈ [a, b], we have |f(c)− f(x)| ≤ ω[a,b](f). By the inequality above, we get

|f(c)(α(b)− α(a))− S(P, f, α)| = |S(P, f(c)− f(x), α)| ≤ ω[a,b](f)VP (α), (4.6.1)

Proposition 4.6.1. Suppose α and β are bounded variation functions on [a, b]. Then
α+ β and cα are bounded variation functions, and

V[a,b](α) ≥ |α(b)− α(a)|,
V[a,b](α) = V[a,c](α) + V[c,b](α) for c ∈ (a, b),

V[a,b](α+ β) ≤ V[a,b](α) + V[a,b](β),

V[a,b](cα) = |c|V[a,b](α).
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Moreover V[a,b](α) = |α(b)− α(a)| if and only if α is monotone.

Proof. The first follows from VP (α) ≥ |α(b)− α(a)| for any partition P .
For the second, we note that, since more refined partition gives bigger vari-

ation, V[a,b](α) is also the supremum of VP (α) for those P with c as a partition
point. Such P is the union of a partition P ′ of [a, c] and a partition P ′′ of [c, b], and
we have VP (α) = VP ′(α) + VP ′′(α). By taking the supremum on both sides of the
equality, we get V[a,b](α) = V[a,c](α) + V[c,b](α).

The third follows from VP (α+ β) ≤ VP (α) + VP (β). The fourth follows from
VP (cα) = |c|VP (α).

Finally, if α is monotone, then ∆αi have the same sign, and we get

V[a,b](α) =
∑
|∆αi| =

∣∣∣∑∆αi

∣∣∣ = |α(b)− α(a)|.

Conversely, suppose V[a,b](α) = |α(b)− α(a)|. Then for any a ≤ x < y ≤ b, we take
P to consist of a, x, y, b and get

|α(b)− α(a)| = V[a,b](α) ≥ VP (α) = |α(x)− α(a)|+ |α(y)− α(x)|+ |α(b)− α(y)|.

This implies that α(y)−α(x), α(x)−α(a), α(b)−α(y) always have the same sign.
Therefore α(y)−α(x) and α(b)−α(a) also have the same sign for any x < y. This
means that α is monotone.

Example 4.6.1. Suppose α

(
1

n

)
= an and α(x) = 0 otherwise. By choosing the partition

points xi of [0, 1] to be 0,
1

N
, cN ,

1

N − 1
, cN−1, . . . ,

1

2
, c2, 1, where ci are not of the form

1

n
,

we get VP (α) = 2
∑N
i=1 |ai| − |a1|. Therefore a necessary condition for α to have bounded

variation is that any partial sum
∑N
i=1 |ai| is bounded, which means that the series

∑
an

absolutely converges.
On the other hand, for any partition P of [0, 1], VP (α) is a sum of certain |an| and

|an − an−1|. Moreover, each an either does not appear in the sum or appears twice in the
sum, with the only exception that a1 always appears once. Therefore the sum is never
more than the sum 2

∑∞
n=1 |an|− |a1|. Combined with the earlier discussion on the special

choice of P , we conclude that V[0,1](α) = 2
∑∞
i=1 |ai| − |a1|.

Example 4.6.2. Suppose g is Riemann integrable and α(x) =

∫ x

a

g(t)dt. Then by Exercise

4.23,

|S(P, |g|)− VP (α)| ≤

∣∣∣∣∣∑ |g(x∗i )|∆xi −
∑∣∣∣∣∣

∫ xi

xi−1

g(t)dt

∣∣∣∣∣
∣∣∣∣∣

≤
∑∣∣∣∣∣g(x∗i )∆xi −

∫ xi

xi−1

g(t)dt

∣∣∣∣∣
≤
∑

ω[xi−1,xi](g)∆xi.

By the Riemann integrability criterion, the right side can be arbitrarily small. Therefore
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α has bounded variation, and

V[a,b](α) =

∫ b

a

|g(t)|dt.

Exercise 4.67. Prove that any Lipschitz function has bounded variation.

Exercise 4.68. Prove that any bounded variation function is Riemann integrable.

Exercise 4.69. Suppose xn is a non-repeating sequence in (a, b). Suppose α(x) is a function
on [a, b] satisfying α(x) = 0 if x is not any xn. Prove that V[a,b]α(x) = 2

∑
|α(xn)|. In

particular, the function has bounded variation if and only if
∑
α(xn) absolutely converges.

Exercise 4.70. Suppose f is Riemann-Stieltjes integrable with respect to α. Extend the
inequalities in Exercise 4.61 ∣∣∣∣∫ b

a

fdα

∣∣∣∣ ≤
(

sup
[a,b]

|f |

)
V[a,b](α),∣∣∣∣f(c)(α(b)− α(a))−

∫ b

a

fdα

∣∣∣∣ ≤ ω[a,b](f)V[a,b](α) for c ∈ [a, b],∣∣∣∣S(P, f, α)−
∫ b

a

fdα

∣∣∣∣ ≤∑ω[xi−1,xi](f)V[xi−1,xi](α).

Exercise 4.71. Suppose F (x) =

∫ x

a

fdα and α has bounded variation. Prove that if f is

continuous at x0, then for any ε > 0, there is δ > 0, such that

|∆x| = |x− x0| < δ =⇒ |F (x)− F (x0)− f(x0)∆α| ≤ εV[x0,x](α).

This extends Exercise 4.62.

Exercise 4.72. Suppose F (x) =

∫ x

a

fdα and α has bounded variation. Prove that if α is

not continuous at x0 and f(x0) 6= 0, then F is not continuous at x0.

Decomposition of Bounded Variation Function

A bounded variation function α on [a, b] induces a variation function

v(x) = V[a,x](α).

Intuitively, the change ∆α of α is positive when α is increasing and negative when α
is decreasing. The variation function v(x) keeps track of both as positive changes.
We wish to introduce the function v+(x) that only keeps track of the positive
changes (which means constant on the intervals on which α is decreasing), and also
introduce the similar function v−(x) that only keeps track of the negative changes.
In other words, the two functions should satisfy

v+(x) + v−(x) = v(x), v+(x)− v−(x) = α(x)− α(a).
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Therefore we define the positive variation function and the negative variation func-
tion by

v+(x) =
v(x) + α(x)− α(a)

2
, v−(x) =

v(x)− α(x) + α(a)

2
.

x

α
v

v+

v−

a b

Figure 4.6.1. Variation functions.

Proposition 4.6.2. A function α has bounded variation if and only if it is the differ-
ence of two increasing functions. Moreover, the expression α(x) = v+(x)− v−(x) +
α(a) as the difference of positive and negative variation functions is the most effi-
cient in the sense that, if α = u+ − u− + C for increasing functions u+, u− and
constant C, then for any x < y, we have

v+(y)− v+(x) ≤ u+(y)− u+(x), v−(y)− v−(x) ≤ u−(y)− u−(x).

Proof. Suppose α has bounded variation. Then α(x) = v+(x) − v−(x) + α(a).
Moreover, for x < y, we have

v+(y)− v+(x) =
1

2
(V[a,y](α)− V[a,x](α) + α(y)− α(x))

=
1

2
(V[x,y](α) + α(y)− α(x))

≥ 1

2
(V[x,y](α)− |α(y)− α(x)|) ≥ 0.

The first equality is due to the definition of v and v+. The second equality and
the second inequality follow from Proposition 4.6.1. The above proves that v+ is
increasing. By similar reason, v− is also increasing.

Conversely, monotone functions have bounded variations and linear combina-
tions of bounded variation functions still have bounded variations. So the difference
of two increasing functions has bounded variation.

Let α = u+ − u− + C for increasing functions u+, u− and constant C. Then
we have

v(y)− v(x) = V[x,y](α) ≤ V[x,y](u
+) + V[x,y](u

−) + V[x,y](C)

= (u+(y)− u+(x)) + (u−(y)− u−(x)) + 0.
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The inequality follows from Proposition 4.6.1, and the second equality is due to u+

and u− increasing. On the other hand, we have

α(y)− α(x) = (u+(y)− u+(x))− (u−(y)− u−(x)).

Therefore

v+(y)− v+(x) =
1

2
[(v(y)− v(x))− (α(y)− α(x))] ≤ u+(y)− u+(x).

By similar reason, we also have v−(y)− v−(x) ≤ u−(y)− u−(x).

Example 4.6.3. For the function dc(x) in Example 4.1.3, we have

v+(x) =

{
0, if x ≤ c,
1, if x > c;

v−(x) =

{
0, if x < c,

1, if x ≥ c;
v(x) =


0, if x < c,

1, if x = c,

2, if x > c.

v+ v− v

Figure 4.6.2. Variations of the δ-function.

Exercise 4.73. Find the positive and negative variation functions.

1. The sign function.

2. sinx on [0,+∞).

3. f

(
1

n

)
= an and f(x) = 0 otherwise.

Exercise 4.74. Find the positive and negative variation functions of α(x) =

∫ x

a

g(t)dt.

Exercise 4.75. Suppose α = u+ − u− + c for increasing u+, u− and constant c. Prove that

V[a,b](α) ≤ (u+(b)− u+(a)) + (u−(b)− u−(a)).

Moreover, the equality holds if and only if u+ = v+ + c+ and u− = v− + c− for some
constants c+ and c−.

Proposition 4.6.3. Suppose v, v+, v− are variation functions of a bounded variation
function α. Then at any c, either v+ or v− is right continuous. In particular, the
following are equivalent.

1. α is right continuous at c.

2. v+ and v− are right continuous at c.
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3. v is right continuous at c.

The same equivalence happens to the continuity.

Proof. Suppose both v+ and v− are not right continuous at c. We will construct a
more efficient decomposition of α. Since both v+ and v− are increasing, we have

v+(c+)− v+(c) > ε, v−(c+)− v−(c) > ε for some ε > 0.

Then the functions

u+(x) =

{
v+(x), if x < c,

v+(x)− ε, if x ≥ c;
u−(x) =

{
v−(x), if x < c,

v−(x)− ε, if x ≥ c,

are still increasing and we still have α = u+ − u− + C. However, for x < c, we
have u+(c) − u+(x) = v+(c) − ε − v+(x) < v+(c) − v+(x). This violates the most
efficiency claim in Proposition 4.6.2.

Thus we conclude that either v+ or v− is right continuous at c. By α =
v+ − v− + α(a) and v = v+ + v−, we further get the equivalence between the three
statements.

The similar proof applies to the left continuity, and we get the equivalence for
the continuity by combining left and right continuity.

Proposition 4.6.4. Suppose α is a continuous bounded variation function. Then
for any ε > 0, that there is δ > 0, such that ‖P‖ < δ implies VP (α) > V[a,b](α)− ε.

Proof. By the definition of variation, for any ε1 > 0, there is a partition Q, such
that

VQ(α) > V[a,b](α)− ε1.
Let q be the number of partition points in Q.

For any ε2 > 0, by the uniform (see Theorem 2.4.1) continuity of α, there is
δ > 0, such that

|x− y| < δ =⇒ |α(x)− α(y)| < ε2.

Then for any partition P satisfying ‖P‖ < δ, we have |∆αi| < ε2 on the intervals
in P . By ‖P ∪ Q‖ ≤ ‖P‖ < δ, we also have |∆αi| < ε2 on the intervals in P ∪ Q.
Since P ∪Q is obtained by adding at most q points to P , the |∆αi| terms in VP (α)
and in VP∪Q(α) are mostly the same, except at most q-terms in VP (α) and at most
q-terms in VP∪Q(α). Therefore we have

|VP∪Q(α)− VP (α)| ≤ 2qε2.

On the other hand, for the refinement P ∪Q of Q, we have

VQ(α) ≤ VP∪Q(α).

Therefore

VP (α) > VP∪Q(α)− 2qε2 ≥ VQ(α)− 2qε2 > V[a,b](α)− ε1 − 2qε2.
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So for any ε > 0, we start by choosing ε = ε
2 . Then we find a partition Q and

get the number q of partition points in Q. Then we choose ε2 = ε
4q and find δ. By

such choices, we get ‖P‖ < δ implying VP (α) > V[a,b](α)− ε.

Criterion for Riemann-Stieltjes Integrability

Theorem 4.6.5. Suppose f is bounded and α has bounded variation.

1. If f is Riemann-Stieltjes integrable with respect to α, then for any ε > 0, there
is δ > 0, such that

‖P‖ < δ =⇒
∑

ω[xi−1,xi](f)|∆αi| < ε.

2. If for any ε > 0, there is δ > 0, such that

‖P‖ < δ =⇒
∑

ω[xi−1,xi](f)V[xi−1,xi](α) < ε,

then f is Riemann-Stieltjes integrable with respect to α.

Moreover, if α is monotone or continuous, then both become necessary and sufficient
conditions for the Riemann-Stieltjes integrability.

Proof. The proof is very similar to the proof of Theorem 4.1.3. For the first part,
we note that by taking P = P ′ but choosing different x∗i for P and P ′, we have

S(P, f, α)− S(P ′, f, α) =
∑

(f(x∗i )− f(x′
∗
i ))∆αi.

Then for each i, we may choose f(x∗i ) − f(x′
∗
i ) to have the same sign as ∆αi and

|f(x∗i )− f(x′
∗
i )| to be as close to the oscillation ω[xi−1,xi](f) as possible. The result

is that S(P, f, α)− S(P ′, f, α) is very close to
∑
ω[xi−1,xi](f)|∆αi|. The rest of the

proof is the same.
For the second part, the key is that, for a refinement Q of P , we have

|S(P, f, α)− S(Q, f, α)| =

∣∣∣∣∣
n∑
i=1

f(x∗i )∆αi −
n∑
i=1

S(Q[xi−1,xi], f, α)

∣∣∣∣∣
≤

n∑
i=1

∣∣f(x∗i )(α(xi+1)− α(xi))− S(Q[xi−1,xi], f, α)
∣∣

≤
n∑
i=1

ω[xi−1,xi](f)VQ[xi−1,xi]
(α)

≤
n∑
i=1

ω[xi−1,xi](f)V[xi−1,xi](α),

where the second inequality follows from (4.6.1). The rest of the proof is the same.
If α is monotone, then |∆αi| = V[xi−1,xi](α), so that the two parts are inverse

to each other. If α is continuous, then we prove that the (weaker) criterion in the
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first part implies the (stronger) criterion in the second part. This then implies
that both parts give necessary and sufficient conditions for the Riemann-Stieltjes
integrability.

Since α is continuous, by Proposition 4.6.4, for any ε > 0, there is δ > 0, such
that ‖P‖ < δ implies VP (α) > V[a,b](α)− ε. By the criterion in the first part, there
is δ′ > 0, such that ‖P‖ < δ′ implies

∑
ω[xi−1,xi](f)|∆αi| < ε. If |f | < B, then

‖P‖ < min{δ, δ′} implies∑
ω[xi−1,xi](f)V[xi−1,xi](α)

≤
∑

ω[xi−1,xi](f)|∆αi|+
∑

ω[xi−1,xi](f)(V[xi−1,xi](α)− |∆αi|)

≤ ε+ 2B
∑

(V[xi−1,xi](α)− |∆αi|)

= ε+ 2B(V[a,b](α)− VP (α)) < (2B + 1)ε.

This verifies the criterion in the second part.

Proposition 4.6.6. Any continuous function is Riemann-Stieltjes integrable with
respect to any bounded variation function.

Proposition 4.6.7. Any bounded variation function is Riemann-Stieltjes integrable
with respect to any continuous function.

Proposition 4.6.8. Suppose f is Riemann-Stieltjes integrable with respect to α,
which is either monotone or continuous with bounded variation. Suppose φ(y) is
bounded and uniformly continuous on the values f([a, b]) of f(x). Then the compo-
sition φ ◦ f is also Riemann-Stieltjes integrable with respect to α.

Proof. The proof of Proposition 4.1.4 can be adopted directly to Proposition 4.6.6.
Suppose f is continuous and α has bounded variation. Then for any ε > 0, there is
δ > 0, such that |x− y| < δ implies |f(x)− f(y)| < ε. This means that for ‖P‖ < δ,
we have ω[xi−1,xi](f) ≤ ε. Therefore∑

ω[xi−1,xi](f)V[xi−1,xi](α) ≤ ε
∑

V[xi−1,xi](α) = εV[a,b](α).

Since V[a,b](α) is finite, by the second part of Theorem 4.6.5, f is Riemann-Stieltjes
integrable with respect to α.

In the set up of Proposition 4.6.7, we have a bounded variation function f and
a continuous function α. By Propositions 4.6.6, α is Riemann-Stieltjes integrable
with respect to f . Then by Proposition 4.5.3, f is Riemann-Stieltjes integrable with
respect to α. We cannot use Theorem 4.6.5 to give a direct proof because α is not
assumed to have bounded variation.

Now we prove Proposition 4.6.8 by adopting the proof of Proposition 4.1.6.
Note that since α is either monotone or continuous with bounded variation, The-
orem 4.6.5 provides necessary and sufficient condition for the Riemann-Stieltjes
integrability.
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By the uniform continuity of φ(y) on the values of f(x), for any ε > 0, there
is δ > 0, such that ω[c,d](f) < δ implies ω[c,d](φ ◦ f) ≤ ε. By the Riemann-Stieltjes
integrability of f with respect to α, for δε > 0, there is δ′ > 0, such that

‖P‖ < δ′ =⇒
∑

ω[xi−1,xi](f)V[xi−1,xi](α) < δε.

Then for those intervals satisfying ω[xi−1,xi](f) ≥ δ, we have

δ
∑

ω[xi−1,xi]
(f)≥δ

V[xi−1,xi](α) ≤
∑

ω[xi−1,xi](f)V[xi−1,xi](α) < δε.

If φ is bounded by B, then ω[xi−1,xi](φ ◦ f) ≤ 2B, and we have∑
ω[xi−1,xi]

(f)≥δ

ω[xi−1,xi](φ ◦ f)V[xi−1,xi](α) ≤ 2B
∑

ω[xi−1,xi]
(f)≥δ

V[xi−1,xi](α) < 2Bε.

On the other hand, for those intervals with ω[xi−1,xi](f) < δ, we have ω[xi−1,xi](φ ◦
f) ≤ ε, so that∑
ω[xi−1,xi]

(f)<δ

ω[xi−1,xi](φ ◦ f)V[xi−1,xi](α) ≤ ε
∑

ω[xi−1,xi]
(f)≥δ

V[xi−1,xi](α) ≤ εV[a,b](α).

Combining the two estimations together, we get

‖P‖ < δ′ =⇒
∑

ω[xi−1,xi](φ ◦ f)V[xi−1,xi](α) ≤ (2B + V[a,b](α))ε.

This implies that φ ◦ f is Riemann-Stieltjes integrable with respect to α.

Exercise 4.76. Suppose F (x) =

∫ x

a

fdα, f is bounded, and α has bounded variation. Prove

that if α is continuous at x0 or f(x0) = 0, then F is continuous at x0. This is the converse
of Exercise 4.72.

Exercise 4.77. Suppose α is monotone. Prove that the product of functions that are
Riemann-Stieltjes integrable with respect to α is still Riemann-Stieltjes integrable with
respect to α.

Exercise 4.78. Suppose f and g are bounded. Suppose β is either monotone, or is continu-
ous with bounded variation. Suppose g is Riemann-Stieltjes integrable with respect to β,

and α(x) =

∫ x

a

gdβ. Prove that f is Riemann-Stieltjes integrable with respect to α if and

only if fg is Riemann integrable with respect to β. Moreover, we have∫ b

a

fdα =

∫ b

a

fgdβ.

This extends Theorem 4.5.2.

Exercise 4.79. Suppose α has bounded variation and f is Riemann-Stieltjes integrable with
respect to the variation function v of α. Prove that f is Riemann-Stieltjes integrable with
respect to α and |f | is Riemann-Stieltjes integrable with respect to v. Moreover, prove

that

∣∣∣∣∫ b

a

fdα

∣∣∣∣ ≤ ∫ b

a

|f |dv.
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4.7 Additional Exercise
Modified Riemann Sum and Riemann Product

Exercise 4.80. Let φ(t) be a function defined near 0. For any partition P of [a, b] and choice
of x∗i , define the “modified Riemann sum”

Sφ(P, f) =

n∑
i=1

φ(f(x∗i )∆xi).

Prove that if φ is differentiable at 0 and satisfies φ(0) = 0, φ′(0) = 1, then for any integrable

f(x), we have lim‖P‖→0 Sφ(P, f) =

∫ b

a

f(x)dx.

Exercise 4.81. For any partition P of [a, b] and choice of x∗i , define the “Riemann product”

Π(P, f) = (1 + f(x∗1)∆x1)(1 + f(x∗2)∆x2) · · · (1 + f(x∗n)∆xn).

Prove that if f(x) is integrable, then lim‖P‖→0 Π(P, f) = e
∫ b
a f(x)dx.

Integrability and Continuity

Riemann integrable functions are not necessarily continuous. How much discontinuity can
a Riemann integrable function have?

Exercise 4.82. Suppose f(x) is integrable on [a, b]. Prove that for any ε > 0, there is δ > 0,
such that for any partition P satisfying ‖P‖ < δ, we have ω[xi−1,xi](f) < ε for some
interval [xi−1, xi] in the partition.

Exercise 4.83. Suppose there is a sequence of intervals [a, b] ⊃ [a1, b1] ⊃ [a2, b2] ⊃ · · · , such
that an < c < bn for all n and limn→∞ ω[an,bn](f) = 0. Prove that f(x) is continuous at c.

Exercise 4.84. Prove that an integrable function must be continuous somewhere. In fact,
prove that for any (c, d) ⊂ [a, b], an integrable function on [a, b] is continuous somewhere
in (c, d). In other words, the continuous points of an integrable function must be dense.

Exercise 4.85. Define the oscillation of a function at a point (see Exercises 2.71 through
2.74 for the upper and lower limits of a function)

ωx(f) = lim
δ→0+

ω[x−δ,x+δ](f) = lim
y→x

f(x)− lim
y→x

f(x).

Prove that f(x) is continuous at x0 if and only if ωx0(f) = 0.

Exercise 4.86. Suppose f(x) is integrable. Prove that for any ε > 0 and δ > 0, the set of
those x with ωx(f) ≥ δ is contained in a union of finitely may intervals, such that the total
length of the intervals is < ε.

Exercise 4.87 (Hankel24). Suppose f(x) is integrable. Prove that for any ε > 0, the subset
of discontinuous points of f(x) (i.e., those x with ωx(f) > 0) is contained in a union of

24Hermann Hankel, born 1839 in Halle (Germany), died 1873 in Schramberg (Germany). Hankel
was Riemann’s student, and his study of Riemann’s integral prepared for the discovery of Lebesgue
integral.



4.7. Additional Exercise 173

countably may intervals, such that the total length of the intervals is < ε. This basically
says that the set of discontinuous points of a Riemann integrable function has Lebesgue
measure 0. Theorem 10.4.5 says that the converse is also true.

Strict Inequality in Integration

The existence of continuous points for integrable functions (see Exercise 4.84) enables us
to change the inequalities in Proposition 4.3.2 to strict inequalities.

Exercise 4.88. Prove that if f(x) > 0 is integrable on [a, b], then

∫ b

a

f(x)dx > 0. In

particular, this shows

f(x) < g(x) =⇒
∫ b

a

f(x)dx <

∫ b

a

g(x)dx.

Exercise 4.89. Suppose f(x) is integrable on [a, b]. Prove that the following are equivalent.

1.

∫ d

c

f(x)dx = 0 for any [c, d] ⊂ [a, b].

2.

∫ b

a

|f(x)|dx = 0.

3.

∫ b

a

f(x)g(x)dx = 0 for any continuous function g(x).

4.

∫ b

a

f(x)g(x)dx = 0 for any integrable function g(x).

5. f(x) = 0 at continuous points.

Integral Continuity

Exercise 4.24 says that the continuity implies the integral continuity. In fact, the integra-
bility already implies the integral continuity.

Exercise 4.90. Suppose f is integrable on an open interval containing [a, b]. Suppose P is
a partition of [a, b] by intervals of equal length δ. Prove that if |t| < δ, then∫ xi

xi−1

|f(x+ t)− f(x)|dx ≤ δ
[
ω[xi−2,xi−1](f) + ω[xi−1,xi](f) + ω[xi,xi+1](f)

]
.

Exercise 4.91. Suppose f is integrable on an open interval containing [a, b]. Prove that

limt→0

∫ b

a

|f(x+ t)− f(x)|dx = 0 and limt→1

∫ b

a

|f(tx)− f(x)|dx = 0.

Some Integral Inequalities

Exercise 4.92. Suppose f(x) is continuous on [a, b], differentiable on (a, b), and satisfies

f(a) = 0, 0 ≤ f ′(x) ≤ 1. Prove that

(∫ b

a

f(x)dx

)2

≥
∫ b

a

f(x)3dx.
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Exercise 4.93. Suppose f(x) has integrable derivative on [a, b], and f(x) = 0 somewhere

on [a, b]. Prove that |f(x)| ≤
∫ b

a

|f ′(x)|dx.

Exercise 4.94. Suppose f(x) has integrable derivative on [a, b]. Prove that

∫ b

a

|f(x)|dx ≤

max

{∣∣∣∣∫ b

a

f(x)dx

∣∣∣∣ , (b− a)

∫ b

a

|f ′(x)|dx
}

.

Exercise 4.95. Suppose p, q > 0 satisfy
1

p
+

1

q
= 1. Prove the integral versions of Hölder’s

and Minkowski’s inequalities (see Exercises 3.75 and 3.76).∫ b

a

|f(x)g(x)|dx ≤
(∫ b

a

|f(x)|pdx
) 1
p
(∫ b

a

|g(x)|qdx
) 1
q

,

(∫ b

a

|f(x) + g(x)|pdx
) 1
p

≤
(∫ b

a

|f(x)|pdx
) 1
p

+

(∫ b

a

|g(x)|pdx
) 1
p

.

Exercise 4.96. Suppose f(x) has integrable derivative on [a, b]. Use Hölder’s inequality in
Exercise 4.95 to prove that

(f(b)− f(a))2 ≤ (b− a)

∫ b

a

f ′(x)2dx.

Then prove the following.

1. If f(a) = 0, then

∫ b

a

f(x)2dx ≤ (b− a)2

2

∫ b

a

f ′(x)2dx.

2. If f(a) = f(b) = 0, then

∫ b

a

f(x)2dx ≤ (b− a)2

4

∫ b

a

f ′(x)2dx.

3. If f

(
a+ b

2

)
= 0, then

∫ b

a

f(x)2dx ≤ (b− a)2

4

∫ b

a

f ′(x)2dx.

Integral Jensen’s Inequality

Exercise 4.97. Suppose f(x) is a convex function on [a, b]. By comparing f(x) with suitable
linear functions, prove that

f

(
a+ b

2

)
(b− a) ≤

∫ b

a

f(x)dx ≤ f(a) + f(b)

2
(b− a).

Exercise 4.98. A weight on [a, b] is a function λ(x) satisfying

λ(x) ≥ 0,
1

b− a

∫ b

a

λ(x) = 1.

We have
1

b− a

∫ b

a

λ(x)xdx = (1− µ)a+ µb for some 0 < µ < 1. For a convex function on

[a, b], prove that

f((1− µ)a+ µb) ≤ 1

b− a

∫ b

a

λ(x)f(x)dx ≤ (1− µ)f(a) + µf(b).
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The left inequality is the integral version of Jensen’s inequality in Exercise 3.118. What
do you get by applying the integral Jensen’s inequality to x2, ex and log x?

Exercise 4.99. Suppose f(x) is a convex function on [a, b] and φ(t) is an integrable function
on [α, β] satisfying a ≤ φ(t) ≤ b. Suppose λ(x) is a weight function on [α, β] as defined in
Exercise 4.98. Prove that

f

(
1

β − α

∫ β

α

λ(t)φ(t)dt

)
≤ 1

β − α

∫ β

α

λ(t)f(φ(t))dt.

This further extends the integral Jensen’s inequality.

Exercise 4.100. A special case of Exercise 4.99 is

f

(∫ 1

0

φ(t)dt

)
≤
∫ 1

0

f(φ(t))dt

for any integrable function φ(t) on [0, 1]. Prove the converse that, if the inequality above
holds for any φ(t) satisfying a ≤ φ(t) ≤ b, then f is convex on [a, b].

Estimation of Integral

Exercise 4.101. Suppose f(x) is continuous on [a, b] and differentiable on (a, b). By com-
paring f(x) with the straight line L(x) = f(a)+ l(x−a) for l = sup(a,b) f

′ or l = inf(a,b) f
′,

prove that

inf(a,b) f
′

2
(b− a)2 ≤

∫ b

a

f(x)dx− f(a)(b− a) ≤
sup(a,b) f

′

2
(b− a)2.

Then use Darboux’s Intermediate Value Theorem in Exercise 3.53 to show that∫ b

a

f(x)dx = f(a)(b− a) +
f ′(c)

2
(b− a)2 for some c ∈ (a, b).

Exercise 4.102. Suppose f(x) is continuous on [a, b] and differentiable on (a, b). Suppose
g(x) is non-negative and integrable on [a, b]. Prove that∫ b

a

f(x)g(x)dx = f(a)

∫ b

a

g(x)dx+ f ′(c)

∫ b

a

(x− a)g(x)dx for some c ∈ (a, b).

Exercise 4.103. Suppose f(x) is continuous on [a, b] and differentiable on (a, b). Use Exer-
cise 4.101 to prove that∣∣∣∣∫ b

a

f(x)dx− f(a) + f(b)

2
(b− a)

∣∣∣∣ ≤ ω(a,b)(f
′)

8
(b− a)2.

In fact, this estimation can also be derived from Exercise 4.21.

Exercise 4.104. Suppose f(x) is continuous on [a, b] and has second order derivative on

(a, b). Use the Taylor expansion at
a+ b

2
to prove that∫ b

a

f(x)dx = f

(
a+ b

2

)
(b− a) +

f ′′(c)

24
(b− a)3 for some c ∈ (a, b).
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High Order Estimation of Integral

Exercise 4.105. Suppose f(x) is continuous on [a, b] and has n-th order derivative on (a, b).
By either integrating the Taylor expansion at a or considering the Taylor expansion of the

function F (x) =

∫ x

a

f(t)dt, prove that

∫ b

a

f(x)dx = f(a)(b− a) +
f ′(a)

2!
(b− a)2 + · · ·+ f (n−1)(a)

n!
(b− a)n +

f (n)(c)

(n+ 1)!
(b− a)n+1

for some c ∈ (a, b).

Exercise 4.106. Suppose f(x) is continuous on [a, b] and has n-th order derivative on (a, b).
Prove that∣∣∣∣∣

∫ b

a

f(x)dx−
n−1∑
k=0

f (k)(a) + (−1)kf (k)(b)

(k + 1)!2k+1
(b− a)k+1

∣∣∣∣∣ ≤ ω(a,b)(f
(n))

(n+ 1)!2n+1
(b− a)n+1

for odd n, and

∫ b

a

f(x)dx =

n−1∑
k=0

f (k)(a) + (−1)kf (k)(b)

(k + 1)!2k+1
(b− a)k+1 +

f (n)(c)

(n+ 1)!2n
(b− a)n+1

for even n and some c ∈ (a, b).

Exercise 4.107. Suppose f(x) is continuous on [a, b] and has 2n-th order derivative on (a, b).
Prove that

∫ b

a

f(x)dx =

n−1∑
k=0

1

(2k + 1)!22k
f (2k)

(
a+ b

2

)
(b− a)2k+1 +

f (2n)(c)

(2n+ 1)!22n
(b− a)2n+1

for some c ∈ (a, b).

Estimation of Special Riemann Sums

Consider the partition of [a, b] by evenly distributed partition points xi = a+
i

n
(b−a). We

can form the Riemann sums by choosing the left, right and middle points of the partition
intervals.

Sleft,n(f) =
∑

f(xi−1)∆xi =
b− a
n

∑
f(xi−1),

Sright,n(f) =
∑

f(xi)∆xi =
b− a
n

∑
f(xi),

Smiddle,n(f) =
∑

f
(xi−1 + xi

2

)
∆xi =

b− a
n

∑
f
(xi−1 + xi

2

)
.

The question is how close these are to the actual integral.
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Exercise 4.108. Suppose f(x) is continuous on [a, b] and differentiable on (a, b), such that
f ′(x) is integrable. Use the estimation in Exercise 4.100 to prove that

lim
n→∞

n

(∫ b

a

f(x)dx− Sleft,n(f)

)
=

1

2
(f(b)− f(a))(b− a),

lim
n→∞

n

(∫ b

a

f(x)dx− Sright,n(f)

)
= −1

2
(f(b)− f(a))(b− a).

Exercise 4.109. Suppose f(x) is continuous on [a, b] and has second order derivative on
(a, b), such that f ′′(x) is integrable on [a, b]. Use the estimation in Exercise 4.104 to prove
that

lim
n→∞

n2

(∫ b

a

f(x)dx− Smiddle,n(f)

)
=

1

24
(f ′(b)− f ′(a))(b− a)2.

Exercise 4.110. Use Exercises 4.105, 4.106 and 4.107 to derive higher order approximation

formulae for the integral

∫ b

a

f(x)dx.

Average of Function

The average of an integrable function on [a, b] is

Av[a,b](f) =
1

b− a

∫ b

a

f(x)dx.

Exercise 4.111. Prove the properties of the average.

1. Av[a+c,b+c](f(x+ c)) = Av[a,b](f(x)), Av[λa,λb](f(λx)) = Av[a,b](f(x)).

2. If c = λa+ (1− λ)b, then Av[a,b](f) = λAv[a,c](f) + (1− λ)Av[c,b](f). In particular,
Av[a,b](f) lies between Av[a,c](f) and Av[c,b](f).

3. f ≥ g implies Av[a,b](f) ≥ Av[a,b](g).

4. If f(x) is continuous, then Av[a,b](f) = f(c) for some c ∈ (a, b).

Exercise 4.112. Suppose f(x) is integrable on [0, a] for any a > 0. Consider the average

function g(x) = Av[0,x](f) =
1

x

∫ x

0

f(t)dt.

1. Prove that if limx→+∞ f(x) = l, then limx→+∞ g(x) = l (compare Exercise 1.66).

2. Prove that if f(x) is increasing, then g(x) is also increasing.

3. Prove that if f(x) is convex, then g(x) is also convex.

Exercise 4.113. For a weight function λ(x) in Exercise 4.97, the weighted average of an
integrable function f(x) is

Avλ[a,b](f(x)) =
1

b− a

∫ b

a

λ(x)f(x)dx

Can you extend the properties of average in Exercise 4.111 to weighted average?
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Second Integral Mean Value Theorem

Exercise 4.114. Suppose f ≥ 0 and is decreasing. Suppose m ≤
∫ x

a

g(x)dx ≤ M for

x ∈ [a, b]. Prove that

f(a)m ≤
∫ b

a

f(x)g(x)dx ≤ f(a)M.

Then use this to prove that∫ b

a

f(x)g(x)dx = f(a)

∫ c

a

g(x)dx for some c ∈ (a, b).

What if f(x) is increasing?

Exercise 4.115. Suppose f is monotone. Prove that∫ b

a

f(x)g(x)dx = f(a)

∫ c

a

g(x)dx+ f(b)

∫ b

c

g(x)dxfor some c ∈ (a, b).

Exercise 4.116. Suppose f ≥ 0 is decreasing and is Riemann-Stieltjes integrable with re-
spect to α. Suppose m ≤ α ≤M on [a, b]. Prove that

f(a)(m− α(a)) ≤
∫ b

a

fdα ≤ f(a)(M − α(a)).

This extends Exercise 4.114. Can you also extend Exercise 4.115 to the Riemann-Stieltjes
integral?
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5.1 Improper Integration
The Riemann integral was defined only for a bounded function on a bounded in-
terval. An integration becomes improper when the function or the interval be-
comes unbounded. Improper integrals can be evaluated by first integrating on the
bounded part and then take limit. For example, if f is integrable on [a, c] for any

a < c < b, and limc→b−

∫ c

a

f(x)dx converges, then we say that the improper integral∫ b

a

f(x)dx converges and write

∫ b

a

f(x)dx = lim
c→b−

∫ c

a

f(x)dx.

The definition also applies to the case b = +∞, and similar definition can be made
when f(x) is integrable on [c, b] for any a < c < b.

By Exercise 4.7, if f(x) is a bounded function on bounded interval [a, b] and
is integrable on [a, c] for any c ∈ (a, b), then it is integrable on [a, b]. Therefore an
integral becomes improper at b only if b =∞ or b is finite but f is unbounded near
b.

Example 5.1.1. The integral

∫ 1

0

xpdx is improper at 0+ for p < 0. For 0 < c < 1, we

have

∫ 1

c

xpdx =
1− cp+1

p+ 1
. As c → 0+, this converges if and only if p + 1 > 0. Therefore∫ 1

0

xpdx converges if and only if p > −1, and

∫ 1

0

xpdx =
1

p+ 1
.

Similarly, the integral

∫ +∞

1

xpdx is improper at +∞ and converges if and only

p < −1. Moreover, we have

∫ +∞

1

xpdx =
−1

p+ 1
for p < −1.

The integral

∫ +∞

0

xpdx is improper at 0+ for p < 0 and is always improper at +∞.

Because the convergence at 0+ (which requires p > −1) and the convergence at +∞ (which

requires p < −1) are contradictory, the integral

∫ +∞

0

xpdx never converges.

Example 5.1.2. The integral

∫ 1

0

log xdx is improper at 0+. For any 0 < c < 1, we have∫ 1

c

log xdx = 1 log 1− c log c−
∫ 1

c

xd log x = −c log c−
∫ 1

c

dx = −c log c− 1 + c.

Therefore ∫ 1

0

log xdx = lim
c→0+

(−c log c− 1 + c) = 1

converges.
The example shows that the integration by parts can be extended to improper in-

tegrals by taking the limit of the integration by parts for proper integrals. By the same
reason, the change of variable can also be extended to improper integrals.
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Exercise 5.1. Suppose f(x) is continuous for x ≥ 0, and limx→+∞ f(x) = l. Prove that for

any a, b > 0, we have

∫ +∞

0

f(ax)− f(bx)

x
dx = (f(0)− l) log

b

a
.

Exercise 5.2. Prove that∫ +∞

0

f

(
ax+

b

x

)
dx =

1

a

∫ +∞

0

f(
√
x2 + 4ab)dx,

provided a, b > 0 and both sides converge.

Exercise 5.3. Formulate general theorem on the integration by parts and change of variable
for improper integral.

Convergence Test

Let a be fixed and let f be integrable on [a, c] for any c > a. Then

∫ +∞

a

f(x)dx is

improper at +∞. The Cauchy criterion for the convergence of the improper integral
is that, for any ε > 0, there is N , such that

b, c > N =⇒

∣∣∣∣∣
∫ b

a

f(x)dx−
∫ c

a

f(x)dx

∣∣∣∣∣ =

∣∣∣∣∫ c

b

f(x)dx

∣∣∣∣ < ε.

Similar Cauchy criterion can be made for other types of improper integrals.
An immediate consequence of the Cauchy criterion is the following test for

convergence, again stated only for improper integral at +∞.

Proposition 5.1.1 (Comparison Test). Suppose f(x) and g(x) are integrable on [a, b]

for any b > a. If |f(x)| ≤ g(x) and

∫ +∞

a

g(x)dx converges, then

∫ +∞

a

f(x)dx also

converges.

Proof. By the Cauchy criterion for the convergence of

∫ +∞

a

g(x)dx, For any ε > 0,

there is N , such that b, c > N implies

∫ c

b

g(x)dx < ε. Then

b, c > N =⇒
∣∣∣∣∫ c

b

f(x)dx

∣∣∣∣ ≤ ∫ c

b

|f(x)|dx ≤
∫ c

b

g(x)dx < ε.

This verifies the Cauchy criterion for the convergence of

∫ +∞

a

f(x)dx.

A special case of the comparison test is g(x) = |f(x)|, which shows that the

convergence of

∫ +∞

a

|f(x)|dx implies the convergence of

∫ +∞

a

f(x)dx. Therefore

there are three possibilities for an improper integral.
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1. Absolutely convergent:

∫ +∞

a

|f(x)|dx converges. Therefore

∫ +∞

a

f(x)dx also

converges.

2. Conditionally convergent:

∫ +∞

a

f(x)dx converges and

∫ +∞

a

|f(x)|dx diverges.

3. Divergent:

∫ +∞

a

f(x)dx diverges. Therefore

∫ +∞

a

|f(x)|dx also diverges.

Example 5.1.3. The integral

∫ +∞

1

sinx

x
dx is improper at +∞. The integral of the corre-

sponding absolute value function satisfies∫ nπ

1

∣∣∣∣ sinxx
∣∣∣∣ dx =

n∑
k=2

∫ kπ

(k−1)π

∣∣∣∣ sinxx
∣∣∣∣ dx ≥ n∑

k=2

1

kπ

∫ kπ

(k−1)π

| sinx|dx =
2

kπ

n∑
k=2

1

k
.

By Example 1.4.4, the right side diverges to +∞ as n→ +∞. Therefore

∫ a

1

∣∣∣∣ sinxx
∣∣∣∣ dx is

not bounded, and

∫ +∞

1

∣∣∣∣ sinxx
∣∣∣∣ dx diverges.

On the other hand, for b > 0, we use the integration by parts to get∫ b

1

sinx

x
dx = −

∫ b

1

1

x
d cosx =

sin b

b
− sin 1

1
+

∫ b

1

cosx

x2
dx.

This implies ∫ +∞

1

sinx

x
dx = −

∫ +∞

1

1

x
d cosx = − sin 1

1
+

∫ +∞

1

cosx

x2
dx,

in the sense that the left side converges if and only if the right side converges, and both

sides have the same value when they converge. By
∣∣∣cosx

x2

∣∣∣ ≤ 1

x2
, the convergence of∫ +∞

1

dx

x2
(see Example 5.1.1), and the comparison test Theorem 5.1.1, the improper inte-

gral

∫ +∞

1

cosx

x2
dx converges. Therefore

∫ +∞

1

sinx

x
dx converges.

We conclude that

∫ +∞

1

sinx

x
dx conditionally converges.

Exercise 5.4. Suppose f(x) ≤ g(x) ≤ h(x). Prove that if

∫ b

a

|f(x)|dx and

∫ b

a

|h(x)|dx

converge, then

∫ b

a

g(x)dx converges.

Exercise 5.5. Prove that if f(x) ≥ 0 and

∫ +∞

a

f(x)dx converges, then there is an increasing

sequence xn diverging to +∞, such that limn→∞ f(xn) = 0. Moreover, prove that in the
special case f(x) is monotone, we have limx→+∞ f(x) = 0.
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Exercise 5.6. Prove that for a bounded interval [a, b], if

∫ b

a

f(x)2dx converges, then

∫ b

a

f(x)dx

also converges.

Exercise 5.7. Suppose f(x) ≥ 0 and limx→+∞ f(x) = 0. Prove that if

∫ +∞

a

f(x)dx con-

verges, then

∫ +∞

a

f(x)2dx also converges.

Exercise 5.8. Suppose f is positive and increasing on [0,+∞). Suppose F (x) =

∫ x

0

f(t)dt.

Prove that

∫ +∞

0

dx

f(x)
converges if and only if

∫ +∞

0

xdx

F (x)
converges.

Exercise 5.9. Suppose f(x) is integrable on [0, a] and continuous at 0. Suppose

∫ +∞

0

|g(x)|dx

converges. Prove that

lim
t→+∞

∫ ta

0

g(x)f
(x
t

)
dx = f(0)

∫ +∞

0

g(x)dx.

The idea in Example 5.1.3 can be generalised to the following tests.

Proposition 5.1.2 (Dirichlet Test). Suppose f(x) is monotone and limx→+∞ f(x) =

0. Suppose there is B, such that

∣∣∣∣∣
∫ b

a

g(x)dx

∣∣∣∣∣ < B for all b ∈ [a,+∞). Then∫ +∞

a

f(x)g(x)dx converges.

Proposition 5.1.3 (Abel25 Test). Suppose f(x) is monotone and bounded. Suppose∫ +∞

a

g(x)dx converges. Then

∫ +∞

a

f(x)g(x)dx converges.

Proof. Let G(x) =

∫ x

a

g(t)dt. Then by Theorems 4.5.2 and 4.5.3, we have

∫ b

a

fgdx =

∫ b

a

fdG = f(b)G(b)− f(a)G(a)−
∫ b

a

Gdf.

Under the assumption of either test, we know G is bounded by a constant B,
limb→+∞ f(b) converges, and limb→+∞ f(b)G(b) converges. Therefore the conver-

gence of limb→+∞

∫ b

a

fgdx is reduced to the convergence of limb→+∞

∫ b

a

Gdf . Since

25Niels Henrik Abel, born 1802 in Frindoe (Norway), died 1829 in Froland (Norway). In 1824,
Abel proved the impossibility of solving the general equation of fifth degree in radicals. Abel
also made contributions to elliptic functions. Abel’s name is enshrined in the term abelian, which
describes the commutative property.
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f is monotone, by Exercise 4.61, we have∣∣∣∣∫ c

b

Gdf

∣∣∣∣ ≤ B|f(b)− f(c)|.

Then the Cauchy criterion for the convergence of limb→+∞ f(b) implies the Cauchy

criterion for the convergence of limb→+∞

∫ b

a

Gdf .

Exercise 5.10. Prove that lima→+∞ a
q

∫ +∞

a

sinxdx

xp
= 0 when p > q > 0. Then prove that

lima→0
1

a

∫ a

0

sin
1

x
dx = 0.

Exercise 5.11. Derive the Abel test from the Dirichlet test.

Exercise 5.12. State the Dirichlet and Abel tests for other kinds of improper integrals, such
as unbounded function on bounded interval.

5.2 Series of Numbers
A series (of numbers) is an infinite sum

∞∑
n=1

xn = x1 + x2 + · · ·+ xn + · · · .

The partial sum of the series is the sequence

sn =

n∑
k=1

xk = x1 + x2 + · · ·+ xn.

We say the series converges to sum s, and denote
∑∞
n=1 xn = s, if limn→∞ sn = s.

If limn→∞ sn =∞, then the series diverges to infinity, and
∑∞
n=1 xn =∞.

Like sequences, a series does not have to start with index 1. On the other
hand, we may always assume that a series starts with index 1 in theoretical studies.
Moreover, modifying, adding or deleting finitely many terms in a series does not
change the convergence, but may change the sum.

Example 5.2.1. The geometric series is
∑∞
n=0 a

n = 1 + a+ a2 + · · ·+ an + · · · has partial

sum sn =
1− an+1

1− a , and

∞∑
n=0

an =


1

1− a , if |a| < 1,

diverges, if |a| ≥ 1.
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Example 5.2.2. By Example 1.4.4, we know the harmonic series
∑∞
n=1

1

n
diverges to +∞,

and the series
∑∞
n=1

1

n2
and

∑∞
n=1

1

n(n+ 1)
converge.

In general, a non-negative series has increasing partial sum, and the series converges
if and only if the partial sum is bounded.

Example 5.2.3. In Example 3.4.9, the estimation of the remainder of the Taylor series tells

us that
∑∞
n=0

xn

n!
converges to ex for any x. In particular, we have

1 +
1

1!
+

1

2!
+ · · ·+ 1

n!
+ · · · = e.

Exercise 5.13. Prove that xn converges if and only if
∑

(xn+1 − xn) converges.

Exercise 5.14. Prove that if
∑
xn and

∑
yn converge, then

∑
(axn + byn) converges, and∑

(axn + byn) = a
∑
xn + b

∑
yn.

Exercise 5.15. For strictly increasing nk, the series
∑∞
k=1(xnk + xnk+1 + · · ·+ xnk+1−1) is

obtained from
∑∞
n=1 xn by combining successive terms.

1. Prove that if
∑∞
n=1 xn converges, then

∑∞
k=1(xnk + xnk+1 + · · · + xnk+1−1) also

converges.

2. Prove that if the terms xnk , xnk+1, . . . , xnk+1−1 that got combined have the same
sign and

∑∞
k=1(xnk+xnk+1+· · ·+xnk+1−1) converges, then

∑∞
n=1 xn also converges,

Exercise 5.16. Prove that if limn→∞ xn = 0, then
∑
xn converges if and only if

∑
(x2n−1 +

x2n) converges, and the two sums are the same. What about combining three consecutive
terms?

Exercise 5.17. Suppose xn is decreasing and positive. Prove that
∑
xn converges if and

only if
∑

2nx2n converges. Then study the convergence of
∑ 1

np
and

∑ 1

n(logn)p
.

Exercise 5.18. Prove that if y is not an integer multiple of 2π, then

n∑
k=0

cos(x+ ky) =
1

2 sin
y

2

[
sin

(
x+

2n+ 1

2
y

)
− sin

(
x− 1

2
y

)]
,

n∑
k=0

sin(x+ ky) =
1

2 sin
y

2

[
− cos

(
x+

2n+ 1

2
y

)
+ cos

(
x− 1

2
y

)]
.

Use integration on [π, y] to find the partial sum of the series
∑∞
n=1

sinny

n
for y ∈ [0, 2π].

Then apply Riemann-Lebesgue Lemma in Exercise 4.114 to get
∑∞
n=1

sinny

n
=
π − y

2
for

y ∈ [0, 2π].
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Comparison Test

The Cauchy criterion for the convergence of a series
∑
xn is that, for any ε > 0,

there is N , such that

n ≥ m > N =⇒ |sn − sm−1| = |xm + xm+1 + · · ·+ xn| < ε.

The special case m = n means that the convergence of
∑
xn implies limn→∞ xn = 0.

Similar to improper integral, the Cauchy criterion leads to the comparison test.

Proposition 5.2.1 (Comparison Test). Suppose |xn| ≤ yn for sufficiently big n. If∑
yn converges, then

∑
xn converges.

Again similar to improper integral, the comparison test leads further to three
possibilities for a series.

1. Absolutely convergent:
∑
|xn| converges. Therefore

∑
xn also converges.

2. Conditionally convergent:
∑
xn converges and

∑
|xn| diverges.

3. Divergent:
∑
xn diverges. Therefore

∑
|xn| also diverges.

Exercise 5.19. Prove the comparison test Theorem 5.2.1.

Exercise 5.20. Is there any relation between the convergence of
∑
xn,

∑
yn,
∑

max{xn, yn}
and

∑
min{xn, yn}?

Exercise 5.21. Suppose xn > 0 and xn is increasing. Prove that
∑ 1

xn
converges if and

only if
∑ n

x1 + x2 + · · ·+ xn
converges.

Exercise 5.22. Suppose xn > 0. Prove that
∑
xn converges if and only if∑ xn

x1 + x2 + · · ·+ xn
converges.

Exercise 5.23. Suppose xn ≥ 0. Prove that
∑ xn

(x1 + x2 + · · ·+ xn)2
converges.

Exercise 5.24. Suppose xn decreases and converges to 0. Prove that if
∑n
i=1(xi − xn) =∑n

i=1 xi − nxn ≤ B for a fixed bound B, then
∑
xn converges.

Exercise 5.25 (Root Test). By comparing with the geometric series in Example 5.2.1, derive
the root test:

1. If n
√
|xn| ≤ a for some constant a < 1 and sufficiently big n, then

∑
xn converges.

2. If n
√
|xn| ≥ 1 for infinitely many n, then

∑
xn diverges.

Then further derive the limit version of the root test:

1. If limn→∞
n
√
|xn| < 1, then

∑
xn converges.

2. If limn→∞
n
√
|xn| > 1, then

∑
xn diverges.
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Exercise 5.26 (Ratio Test). Suppose

∣∣∣∣xn+1

xn

∣∣∣∣ ≤ yn+1

yn
for sufficiently big n. Prove that the

convergence of
∑
yn implies the convergence of

∑
xn.

Exercise 5.27. By taking yn = an in Exercise 5.26, derive the usual version of the ratio
test:

1. If

∣∣∣∣xn+1

xn

∣∣∣∣ ≤ a for some constant a < 1 and sufficiently big n, then
∑
xn converges.

2. If

∣∣∣∣xn+1

xn

∣∣∣∣ ≥ 1 for sufficiently big n, then
∑
xn diverges.

Then further derive the limit version of the root test:

1. If limn→∞

∣∣∣∣xn+1

xn

∣∣∣∣ < 1, then
∑
xn converges.

2. If limn→∞

∣∣∣∣xn+1

xn

∣∣∣∣ > 1, then
∑
xn diverges.

Moreover, explain that the lower limit in the last statement cannot be changed to upper
limit.

Exercise 5.28. Prove that

lim
n→∞

n
√
|xn| ≤ lim

n→∞

∣∣∣∣xn+1

xn

∣∣∣∣ , lim
n→∞

n
√
|xn| ≥ lim

n→∞

∣∣∣∣xn+1

xn

∣∣∣∣ .
What do the inequalities tell you about the relation between the root and ratio tests?

Exercise 5.29 (Raabe26 Test). By taking yn =
1

(n− 1)p
in Exercise 5.26 and use the fact

the
∑
yn converges if and only if p > 1 (to be established after Proposition 5.2.2), derive

the Raabe test:

1. If

∣∣∣∣xn+1

xn

∣∣∣∣ ≤ 1 − p

n
for some constant p > 1 and sufficiently big n, then

∑
xn

converges.

2. If

∣∣∣∣xn+1

xn

∣∣∣∣ ≥ 1 − 1

n
for sufficiently big n, then

∑
xn diverges. (In fact,

∣∣∣∣xn+1

xn

∣∣∣∣ ≥
1− 1

n−a is enough.)

Then further derive the limit version of the Raabe test:

1. If limn→∞ n

(
1−

∣∣∣∣xn+1

xn

∣∣∣∣) > 1, then
∑
xn absolutely converges.

2. If limn→∞ n

(
1−

∣∣∣∣xn+1

xn

∣∣∣∣) < 1, then
∑
|xn| diverges.

What can happen when the limit is 1?

Exercise 5.30. Rephrase the Raabe test in Exercise 5.29 in terms of the quotient

∣∣∣∣ xnxn+1

∣∣∣∣
and find the corresponding limit version.

26Joseph Ludwig Raabe, born 1801 in Brody (now Ukraine), died 1859 in Zürich (Switzerland).
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Exercise 5.31. Show that the number of n digit numbers that do not contain the digit 9 is
8 · 9n−1. Then use the fact to prove that if we delete the terms in the harmonic series that
contain the digit 9, then the series becomes convergent. What about deleting the terms
that contain some other digit? What about the numbers expressed in the base other than

10? What about deleting similar terms in the series
∑ 1

np
?

Improper Integral and Series

The convergence of improper integral and the convergence of series are quite similar.
There are many ways we can exploit such similarity.

Proposition 5.2.2 (Integral Comparison Test). Suppose f(x) is a decreasing function
on [a,+∞) satisfying limx→+∞ f(x) = 0. Then the series

∑
f(n) converges if and

only if the improper integral

∫ +∞

a

f(x)dx converges.

Proof. Since the convergence is not changed if finitely many terms are modified or
deleted, we may assume a = 1 without loss of generality.

Since f(x) is decreasing, we have f(k) ≥
∫ k+1

k

f(x)dx ≥ f(k + 1). Then

f(1) + f(2) + · · ·+ f(n− 1)

≥
∫ n

1

f(x)dx =

∫ 2

1

f(x)dx+

∫ 3

2

f(x)dx+ · · ·+
∫ n

n−1

f(x)dx

≥ f(2) + f(3) + · · ·+ f(n).

This implies that

∫ n

1

f(x)dx is bounded if and only if the partial sums of the

series
∑
f(n) are bounded. Since f(x) ≥ 0, the boundedness is equivalent to the

convergence. Therefore

∫ +∞

a

f(x)dx converges if and only if
∑
f(n) converges.

For example, the series
∑ 1

(n+ a)p
converges if and only if

∫ +∞

b

dx

(x+ a)p

converges, which means p > 1. The estimation in the proof can be used in many
other ways. See the exercises below and Exercises 5.95 through 5.100.

Exercise 5.32. In the setting of Proposition 5.2.2, prove that

dn = f(1) + f(2) + · · ·+ f(n)−
∫ n

1

f(x)dx

is decreasing and satisfies f(n) ≤ dn ≤ f(1). This implies that dn converges to a number
in [0, f(1)]. A special case is

lim
n→∞

(
1 +

1

2
+

1

3
+ · · ·+ 1

n
− logn

)
= 0.577215669015328 · · · .
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The number is called the Euler27-Mascheroni28 constant.

Exercise 5.33. Prove log(n− 1)! < n(logn− 1) + 1 < logn! and then derive the inequality
nn

en−1
< n! <

(n+ 1)n+1

en
.

Exercise 5.34. Use

∫ 1

0

log xdx = 1 in Example 5.1.2 to find limn→∞

n
√
n!

n
. Note that for

the proper integral, we cannot directly say that the Riemann sum converges to the integral.

Exercise 5.35. Let [x] be the biggest integer ≤ x. Consider the series
∑ (−1)[

√
n]

np
, with

p > 0. Let

xn =

(n+1)2−1∑
k=n2

1

kp
=

1

n2p
+

1

(n2 + 1)p
+ · · ·+ 1

((n+ 1)2 − 1)p
.

1. Use Exercise 5.15 to prove that
∑ (−1)[

√
n]

np
converges if and only if

∑
(−1)nxn

converges.

2. Estimate xn and prove that xn+1 − xn = (2− 4p)n−2p + o(n−2p).

3. Prove that
∑ (−1)[

√
n]

np
converges if and only if p >

1

2
.

The Dirichlet and Abel tests for improper integrals (Propositions 5.1.2 and
5.1.3) can also be extended.

Proposition 5.2.3 (Dirichlet Test). Suppose xn is monotone and limn→∞ xn = 0.
Suppose the partial sum of

∑
yn is bounded. Then

∑
xnyn converges.

Proposition 5.2.4 (Abel Test). Suppose xn is monotone and bounded. Suppose
∑
yn

converges. Then
∑
xnyn converges.

Proof. The proof is the discrete version of the proof for the convergence of improper
integrals. In fact, the discrete version of the integration by parts already appeared
in the proof of Theorem 4.5.3, and is given by (see Figure 5.2.1, compare Figure
4.5.1)

n∑
k=1

xkyk +

n−1∑
k=1

(xk+1 − xk)sk = xnsn, sn =

n∑
i=1

yi, yi = si − si−1.

27Leonhard Paul Euler, born 1707 in Basel (Switzerland), died 1783 in St. Petersburg (Russia).
Euler is one of the greatest mathematicians of all time. He made important discoveries in almost
all areas of mathematics. Many theorems, quantities, and equations are named after Euler. He
also introduced much of the modern mathematical terminology and notation, including f(x), e, Σ
(for summation), i (for

√
−1), and modern notations for trigonometric functions.

28Lorenzo Mascheroni, born 1750 in Lombardo-Veneto (now Italy), died 1800 in Paris (France).
The Euler-Mascheroni constant first appeared in a paper by Euler in 1735. Euler calculated the
constant to 6 decimal places in 1734, and to 16 decimal places in 1736. Mascheroni calculated the
constant to 20 decimal places in 1790.
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Under the assumption of either test, we know sn is bounded by a constant B, limxn
converges, and limxnsn converges. Therefore the convergence of

∑
xnyn is reduced

to the convergence of
∑

(xn+1 − xn)sn. Since xn is monotone, the increments
xk+1 − xk do not change sign, and we have∣∣∣∣∣

n−1∑
k=m

(xk+1 − xk)sk

∣∣∣∣∣ ≤
n−1∑
k=m

B|xk+1 − xk| = B

∣∣∣∣∣
n−1∑
k=m

(xk+1 − xk)

∣∣∣∣∣ = B|xn − xm|.

Then the Cauchy criterion for the convergence of limxn implies the Cauchy criterion
for the convergence of

∑
(xn+1 − xn)sn.

0

sn

x
n

x
1

s1

x
2

s2

x
3

sk−1

xkyk

x
k

sk

x
k
+

1

x
n
−

1

sn−1

...

...

(x
k
+

1
−
x
k
)s
k

· · · · · ·

Figure 5.2.1. The sum of vertical and horizontal strips is xnsn.

Example 5.2.4. The series
∑ sinna

n
is the discrete version of Example 5.1.3. We may

assume that a is not a multiple of π because otherwise the series is
∑

0 = 0. The partial
sum of

∑
sinna is

n∑
k=1

sin ka =
1

2 sin
1

2
a

[
cos

1

2
a− cos

(
n+

1

2

)
a

]
.

This is bounded by
1∣∣∣∣sin 1

2
a

∣∣∣∣ . Moreover, the sequence
1

n
is decreasing and converges to 0.

By the Dirichlet test, the series converges.

To determine the nature of the convergence, we consider
∑ | sinna|

n
. Note that

although the series is similar to

∫ +∞

1

| sinx|
x

dx, we cannot use the comparison test because

| sinx|
x

is not a decreasing function.

We first assume 0 < a < π and use the idea in Example 1.5.3 to find a strictly
increasing sequence of natural numbers mk satisfying

mka ∈
[
2kπ +

a

2
, 2kπ + π − a

2

]
.
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Then
mk∑
n=1

| sinna|
n

≥
k∑
i=1

| sinmia|
mia

≥
k∑
i=1

sin
a

2
2iπ

=
sin

a

2
2π

k∑
i=1

1

i
.

Since
∑∞
i=1

1

i
= +∞, the inequality above implies

∑∞
n=1

| sinna|
n

= +∞.

In general, if a is not a multiple of π, then we may find 0 < b < π, such that a− b or
a+ b is a multiple of 2π. By | sinna| = | sinnb|, the problem is reduced to the discussion

above. We conclude that
∑ sinna

n
conditionally converges as long as a is not a multiple

of π.

Exercise 5.36. Derive the Abel test from the Dirichlet test.

Exercise 5.37. Derive the Leibniz test from the Dirichlet or Abel test: If xn is decreasing
and limn→∞ xn = 0, then

∑
(−1)nxn converges.

Exercise 5.38. Determine the convergence of
∑ sinna

np
.

Exercise 5.39. Consider the series
∑ sin

√
n

np
, with p > 0.

1. Prove that there is a constant b > 0, such that

∑
(2k− 1

4
)π<
√
n<(2k+ 1

4
)π

sin
√
n

np
≥ b

k2p−1
for sufficiently big k.

2. Use Exercise 4.103 to prove that there is a constant B > 0, such that∣∣∣∣∫ n+1

n

sin
√
x

xp
dx− 1

2

(
sin
√
n

np
+

sin
√
n+ 1

(n+ 1)p

)∣∣∣∣ ≤ B

np+
1
2

.

Then prove that, for p >
1

2
,
∑ sin

√
n

np
converges if and only if

∫ ∞
1

sin
√
x

xp
dx con-

verges.

3. Prove that the series absolutely converges if and only if p > 1, and conditionally

converges if and only if
1

2
< p ≤ 1.

Rearragement

A rearrangement of a series
∑
xn is

∑
xkn , where n → kn is a one-to-one corre-

spondence from the index set to itself (i.e., a rearrangement of the indices). The
behaviour of rearranged series is directly related to whether the convergence of the
series is absolute or conditional.

Theorem 5.2.5. Any rearrangement of an absolutely convergent series is still abso-
lutely convergent. Moreover, the sum is the same.
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Proof. Let s =
∑
xn. For any ε > 0, there is a natural number N , such that∑∞

i=N+1 |xi| < ε. Let N ′ = max{i : ki ≤ N}. Then
∑N ′

i=1 xki contains all the terms

x1, x2, . . . , xN . Therefore for n > N ′, the difference
∑n
i=1 xki −

∑N
i=1 xi is a sum

of some non-repeating terms in
∑∞
i=N+1 xi. This implies∣∣∣∣∣

n∑
i=1

xki −
N∑
i=1

xi

∣∣∣∣∣ ≤
∞∑

i=N+1

|xi|,

and ∣∣∣∣∣
n∑
i=1

xki − s

∣∣∣∣∣ ≤
∣∣∣∣∣
n∑
i=1

xki −
N∑
i=1

xi

∣∣∣∣∣+

∣∣∣∣∣
∞∑

i=N+1

xi

∣∣∣∣∣ ≤ 2

∞∑
i=N+1

|xi| < 2ε.

The absolute convergence of the rearrangement may be obtained by applying
what was just proved to

∑
|xn|.

Theorem 5.2.6 (Riemann). A conditionally convergent series may be rearranged to
have any number as the sum, or to become divergent.

Proof. Suppose
∑
xn conditionally converges. Then limn→∞ xn = 0. Let

∑
x′n and∑

x′′n be the series obtained by respectively taking only the non-negative terms and
the negative terms. If

∑
x′n converges, then

∑
x′′n =

∑
xn −

∑
x′n also converges.

Therefore
∑
|xn| =

∑
x′n −

∑
x′′n converges. Since

∑
|xn| is assumed to diverge,

the contradiction shows that
∑
x′n diverges. Because x′n ≥ 0, we have

∑
x′n = +∞.

Similarly, we also have
∑
x′′n = −∞.

We will prove that the properties∑
x′n = +∞,

∑
x′′n = −∞, lim

n→∞
xn = 0

are enough for us to construct an arrangement with any number s as the limit. To
simply the notation, we introduce s(m,n] = xm+1 + · · ·+ xn. Then the partial sum
snk = s(0,nk] = s(0,n1] +s(n1,n2] + · · ·+s(nk−1,nk]. We use s′, s′′ to denote the partial
sums of

∑
x′n and

∑
x′′n.

The idea is to keep adding positive terms until we are above s, and then keep
adding negative terms until we are below s, and then adding positive terms and
repeat the process. Specifically, by

∑
x′n = +∞, there is m1, such that

s′(0,m1] − x
′
m1

= s′(0,m1−1] ≤ s < s′(0,m1].

By
∑
x′′n = −∞, there is n1, such that

s′(0,m1] + s′′(0,n1] − x
′′
n1

= s′(0,m1] + s′′(0,n1−1] ≥ s > s′(0,m1] + s′′(0,n1].

By
∑
n>m1

x′n = +∞, there is m2 > m1, such that

s′(0,m1] + s′′(0,n1] + +s′(m1,m2−1] ≤ s < s′(0,m1] + s′′(0,n1] + s′(m1,m2].
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Keep going, we get

s′(0,m1] + s′′(0,n1] + · · ·+ s′(mk−1,mk−1]

= s′(0,m1] + s′′(0,n1] + · · ·+ s′(mk−1,mk] − x
′
mk

≤ s < s′(0,m1] + s′′(0,n1] + · · ·+ s′(mk−1,mk],

and

s′(0,m1] + s′′(0,n1] + · · ·+ s′(mk−1,mk] + s′′(nk−1,nk−1]

= s′(0,m1] + s′′(0,n1] + · · ·+ s′(mk−1,mk] + s′′(nk−1,nk] − x
′′
nk

≥ s > s′(0,m1] + s′′(0,n1] + · · ·+ s′(mk−1,mk] + s′′(nk−1,nk].

By limn→∞ xn = 0, the above implies that the special partial sums s′(0,m1] +s
′′
(0,n1] +

· · ·+ s′(mk−1,mk] and s′(0,m1] + s′′(0,n1] + · · ·+ s′(mk−1,mk] + s′′(nk−1,nk] of the rearranged
series

x′1 + · · ·+ x′m1
+ x′′1 + · · ·+ x′′n1

+ x′m1+1 + · · ·+ x′m2
+ x′′n1+1 + · · ·+ x′′n2

+ · · ·

converge to s. Moreover, it is easy to see that the general partial sum of the
rearranged series is sandwiched between two special partial sums. Therefore the
general partial sum also converges to s.

Exercise 5.40. Suppose xn ≥ 0 and
∑
xn converges. Directly prove that, if

∑
xn con-

verges, then any rearrangement
∑
xkn converges, and

∑
xkn ≤

∑
xn. Then further prove∑

xkn =
∑
xn.

Exercise 5.41. For any series
∑
xn, define two non-negative series

∑
x′n and

∑
x′′n by

x′n =

{
xn, if xn ≥ 0,

0, if xn < 0;
x′′n =

{
0, if xn > 0,

−xn, if xn ≤ 0.

Prove that
∑
xn absolutely converges if and only if both

∑
x′n and

∑
x′′n converges.

Moreover, prove that
∑
xn =

∑
x′n −

∑
x′′n and

∑
|xn| =

∑
x′n +

∑
x′′n.

Exercise 5.42. Use Exercises 5.40, 5.41, and the comparison test to give an alternative
proof of Theorem 5.2.5.

Exercise 5.43. Rearrange the series 1− 1

2
+

1

3
− 1

4
+ · · · so that p positive terms are followed

by q negative terms and the pattern repeated. Use Exercise 5.32 to show that the sum

of the new series is log 2 +
1

2
log

p

q
. For any real number, expand the idea to construct a

rearrangement to have the given number as the limit.

Exercise 5.44. Prove that if the rearrangement satisfies |kn−n| < B for a constant B, then∑
xkn converges if and only if

∑
xn converges, and the sums are the same.
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Exercise 5.45. Let 0 < p ≤ 1 and let
∑ (−1)kn

kpn
be a rearrangement of

∑ (−1)n

np
. Prove

that if limn→∞
kn − n
np

= 0, then
∑ (−1)kn

kpn
converges and has the same sum as

∑ (−1)n

np
.

Exercise 5.46. Suppose
∑
xn conditionally converges. Prove that for any a ≤ b, there is

a rearrangement, such that the partial sum s′n satisfies limn→∞ s
′
n = a, limn→∞ s

′
n = b.

Moreover, prove that any number between a and b is the limit of a convergent subsequence
of s′n.

Product of Series

The product of two series
∑
xn and

∑
yn involves the product xmyn for all m and

n. In general, the product series
∑
xmyn makes sense only after we arrange all the

terms into a linear sequence
∑

(xy)k =
∑
xmkynk , which is given by a one-to-one

correspondence (mk, nk) : N → N× N. For example, the following is the “diagonal
arrangement” ∑

(xy)k = x1y1 + x1y2 + x2y1 + · · ·

+ x1yn−1 + x2yn−2 + · · ·+ xn−1y1 + · · · ,

and the following is the “square arrangement”∑
(xy)k = x1y1 + x1y2 + x2y2 + x2y1 + · · ·

+ x1yn + x2yn + · · ·+ xnyn−1 + xnyn + xnyn−1 + · · ·+ xny1 + · · · .

m

n

m

n

(xy)1

(xy)2

(xy)3

(xy)4

(xy)5

(xy)6

(xy)7

(xy)8

(xy)9

(xy)10 (xy)1

(xy)2 (xy)3

(xy)4

(xy)5 (xy)6 (xy)7

(xy)8

(xy)9

(xy)10 (xy)11 (xy)12 (xy)13

(xy)14

(xy)15

(xy)16

Figure 5.2.2. Diagonal and square arrangements.

In view of Theorem 5.2.5, the following result shows that the arrangement
does not matter if the series absolutely converge.

Theorem 5.2.7. Suppose
∑
xn and

∑
yn absolutely converge. Then

∑
xmyn also

absolutely converges, and
∑
xmyn = (

∑
xm) (

∑
yn).



5.2. Series of Numbers 195

Proof. Let sn, tn, Sn, Tn be the partial sums of
∑∞
i=1 xi,

∑∞
i=1 yi,

∑∞
i=1 |xi|,

∑∞
i=1 |yi|.

Then we have convergent limits

lim
n→∞

sntn =

( ∞∑
i=1

xi

)( ∞∑
i=1

yi

)
, lim

n→∞
SnTn =

( ∞∑
i=1

|xi|

)( ∞∑
i=1

|yi|

)
.

Therefore for any ε > 0, there is N , such that∣∣∣∣∣sN tN −
( ∞∑
i=1

xi

)( ∞∑
i=1

yi

)∣∣∣∣∣ < ε,

and
M > N =⇒ SMTM − SNTN < ε.

Let
∑∞
i=1(xy)i =

∑∞
i=1 xmiyni be any arrangement of the product series. Let

K = max{i : mi ≤ N and ni ≤ N}. Then for any k > K,
∑k
i=1(xy)i contains

all the terms xmyn with 1 ≤ m,n ≤ N , which are exactly the terms in sN tN =∑
1≤m,n≤N xmyn. Moreover, for each such k, the sum

∑k
i=1(xy)i is finite. Let

M = max{max{mi, ni} : 1 ≤ i ≤ k}. Then all the terms in
∑k
i=1(xy)i are contained

in sM tM =
∑

1≤m,n≤M xmyn. Therefore the difference
∑k
i=1(xy)i − sN tN is a sum

of some non-repeating terms in sM tM − sN tN . Since SMSM − SNSN is the sum of
the absolute value of all the terms in sM tM − sN tN , we get

k > K =⇒

∣∣∣∣∣
k∑
i=1

(xy)i − sN tN

∣∣∣∣∣ ≤ SMSM − SNSN < ε

=⇒

∣∣∣∣∣
k∑
i=1

(xy)i −

( ∞∑
i=1

xi

)( ∞∑
i=1

yi

)∣∣∣∣∣
≤

∣∣∣∣∣
k∑
i=1

(xy)i − sN tN

∣∣∣∣∣+

∣∣∣∣∣sN tN −
( ∞∑
i=1

xi

)( ∞∑
i=1

yi

)∣∣∣∣∣ < 2ε.

This proves that limk→∞
∑k
i=1(xy)i = (

∑∞
i=1 xi) (

∑∞
i=1 yi).

The absolute convergence of the product series may be obtained by applying
what was just proved to

∑
|xm| and

∑
|yn|.

Example 5.2.5. The geometric series
∑∞
n=0 a

n absolutely converges to
1

1− a for |a| < 1.

The product of two copies of the geometric series is

∑
i,j≥0

aiaj =

∞∑
n=0

∑
i+j=n

an =

∞∑
n=0

(n+ 1)an.

Thus we conclude

1 + 2a+ 3a2 + · · ·+ (n+ 1)an + · · · = 1

(1− a)2
.



196 Chapter 5. Topics in Analysis

Exercise 5.47. Suppose
∑
xn and

∑
yn absolutely converge. Directly prove that

∑
xmyn

absolutely converges. Then use Theorem 5.2.5 and a special arrangement to show that the
sum of

∑
xmyn is (

∑
xn)(

∑
yn). This gives an alternative proof of Theorem 5.2.7.

Exercise 5.48. Suppose
∑
xn and

∑
yn converge (not necessarily absolutely). Prove that

the square arrangement converges to (
∑
xn)(

∑
yn).

Exercise 5.49. Suppose
∑

(xy)i is an arrangement of the product series, such that if i < j,
then xiyk is arranged before xjyk.

1. Prove that the condition is equivalent to the partial sums of
∑

(xy)i are of the form
sn1y1 + sn2y2 + · · ·+ snkyk, where sn are the partial sums of

∑
xn.

2. Prove that if
∑
xn converges and

∑
yn absolutely converges. Then

∑
(xy)i con-

verges to (
∑
xn)(

∑
yn).

3. Show that the square and diagonal arrangements satisfy the condition. On the other
hand, show that the condition of absolute convergence in the second part is necessary

by considering the diagonal arrangement of the product of
∑ (−1)n√

n
with itself.

5.3 Uniform Convergence
The limit of a quantity happens when a variable approaches certain target. If the
quantity has another parameter, then the “speed” of the convergence may generally
depend on the parameter. If the speed is independent of the other parameter, then
we say the convergence is uniform.

Uniform Convergence of Two Variable Function

Suppose f(x, y) is a function of two variables x ∈ X ⊂ R and y ∈ Y . We may take
the limit with respect to the first variable and get a function

lim
x→a

f(x, y) = g(y).

Strictly speaking, this means that, for any ε > 0 and y, there is δ = δ(ε, y) > 0 that
may depend on ε and y, such that

0 < |x− a| < δ, x ∈ X =⇒ |f(x, y)− g(y)| < ε.

The convergence is uniform if δ is independent of y. In other words, for any ε > 0,
there is δ = δ(ε) > 0 (that may depend on ε but is independent of y), such that

0 < |x− a| < δ, x ∈ X, y ∈ Y =⇒ |f(x, y)− g(y)| < ε.

Example 5.3.1. Consider the function f(x, y) =
y

x+ y
for x ∈ (0,+∞) and y ∈ (0, 2].

We have limx→+∞ f(x, y) = 0 for each fixed y. Moreover, the following shows that the
convergence is uniform

x >
1

2ε
=⇒ |f(x, y)− 0| = y

x+ y
≤ 2

x
< ε.
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In fact, the convergence is uniform as long as the domain for y is bounded. On the

other hand, if the domain for y is (0,+∞), then for ε =
1

2
and any N , we may choose

x = y = N + 1 and get

x > N, y ∈ (0,+∞), but |f(x, y)− 0| = N + 1

2N + 2
=

1

2
.

This shows that the convergence is not uniform.

Example 5.3.2. Consider

lim
x→0+

log(1 + xy)

x
= y, y ≥ 0.

We may use the linear approximation of log(1 + t) with Lagrangian remainder to get

log(1 + xy)

x
− y =

xy − 1

2(1 + c)2
(xy)2

x
− y = − 1

2(1 + c)2
x2y, 0 ≤ c ≤ xy.

We fix R > 0 and take [0, R] as the domain of y. Then

0 < x <
1

R
=⇒ 0 ≤ c ≤ xy < 1 =⇒

∣∣∣∣ log(1 + xy)

x
− y
∣∣∣∣ ≤ 1

2
x2y <

1

2
x.

Therefore for any
1

R
> ε > 0, we get

0 < x < ε =⇒
∣∣∣∣ log(1 + xy)

x
− y
∣∣∣∣ < 1

2
x < ε.

This shows the uniform convergence for 0 ≤ y ≤ R.
Next we remove the bound on y. If the convergence is uniform for y ≥ 0, then for

ε = 1, there is δ > 0, such that

0 < x ≤ δ =⇒
∣∣∣∣ log(1 + xy)

x
− y
∣∣∣∣ < 1, for any y ≥ 0.

Taking x = δ and letting y → +∞, the implication above gives

1 ≥ lim
y→+∞

∣∣∣∣ log(1 + δy)

δ
− y
∣∣∣∣ = lim

y→+∞
|y|
∣∣∣∣ log(1 + δy)

δy
− 1

∣∣∣∣ = +∞.

The contradiction shows that the convergence is not uniform for y ≥ 0. In fact, the same
argument shows the non-uniformity for y ≥ R.

The idea of using limit in y to argue against uniformity is a useful technique, and is
related to the exchange of limits in Theorem 5.4.1. See Exercise 5.52.

We may also consider

lim
x→0−

log(1 + xy)

x
= y, y < 0.

The convergence is uniform for −R ≤ y ≤ 0 but is not uniform for y ≤ −R.
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Example 5.3.3. By applying the exponential function to the limit in Example 5.3.2, we
get

lim
x→0+

(1 + xy)
1
x = ey, y ≥ 0.

In general, suppose limx→a f(x, y) = g(y) uniformly for y ∈ Y , and ϕ is a uniformly
continuous function on the values of f(x, y) and g(y). We claim that limx→a ϕ(f(x, y)) =
ϕ(g(y)) uniformly for y ∈ Y .

In fact, by the uniform continuity of ϕ, for any ε > 0, there is µ > 0, such that

|z − z′| < µ =⇒ |ϕ(z)− ϕ(z′)| < ε.

Then by the uniformity of limx→a f(x, y) = g(y), for µ > 0 obtained above, there is δ > 0,
such that

0 < |x| < δ, y ∈ Y =⇒ |f(x, y)− g(y)| < µ.

Combining two implications, we get

0 < |x| < δ, y ∈ Y =⇒ |f(x, y)− g(y)| < µ =⇒ |ϕ(f(x, y))− ϕ(g(y))| < ε.

This proves the uniformity of limx→a ϕ(f(x, y)) = ϕ(g(y)).
By Example 5.3.2, for any fixed R > 0 and 1 > 0, there is δ > 0, such that

0 < x < δ, 0 ≤ y ≤ R =⇒
∣∣∣∣ log(1 + xy)

x
− y
∣∣∣∣ < 1 =⇒

∣∣∣∣ log(1 + xy)

x

∣∣∣∣ ≤ R+ 1.

Therefore for 0 ≤ y ≤ R and sufficiently small x, the values of
log(1 + xy)

x
and y lie in

[−R − 1, R + 1]. Since the continuous function ez is uniformly continuous on closed and

bounded interval [−R− 1, R+ 1], the uniform convergence of limx→0+
log(1 + xy)

x
= y for

0 ≤ y ≤ R implies the uniform convergence of limx→0+(1 + xy)
1
x = ey for 0 ≤ y ≤ R.

The uniformity cannot be extended to unbounded y. If limx→0+(1 + xy)
1
x = ey is

uniform for y > 1, then by applying the function log z, which is uniformly continuous for

z ≥ 1, we find that limx→0+
log(1 + xy)

x
= y is uniform for y > 1. Since this is not true

by Example 5.3.2, we conclude that limx→0+(1 + xy)
1
x = ey is not uniform for y > 1.

Next we turn to

lim
x→0−

(1 + xy)
1
x = ey, y ≤ 0.

By the same argument, we find that the convergence is uniform for −R ≤ y ≤ 0. We will
argue that the uniformity actually extends to −∞.

For any ε > 0, pick R > 0 satisfying e−R < ε. We have

y < −R, x < 0 =⇒ 1 + xy > 1−Rx =⇒ (1 + xy)
1
x < (1−Rx)

1
x .

By limx→0−(1−Rx)
1
x = e−R < ε, there is δ1 > 0, such that

−δ1 < x < 0 =⇒ (1−Rx)
1
x < ε.

Then

−δ1 < x < 0, y < −R =⇒
∣∣∣(1 + xy)

1
x − ey

∣∣∣ ≤ (1 + xy)
1
x + ey < (1−Rx)

1
x + e−R < 2ε.
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On the other hand, the uniformity of limx→0−(1 +xy)
1
x = ey for −R ≤ y ≤ 0 implies that

there is δ2 > 0, such that

−δ2 < x < 0, −R ≤ y ≤ 0 =⇒
∣∣∣(1 + xy)

1
x − ey

∣∣∣ < ε.

Combining the two implications, we get

−min{δ1, δ2} < x < 0, y ≤ 0 =⇒
∣∣∣(1 + xy)

1
x − ey

∣∣∣ < 2ε.

This completes the proof that limx→0−(1 + xy)
1
x = ey is uniform for y ≤ 0.

Example 5.3.4. We may change x in the limits in Example 5.3.3 to
1

x
and get

lim
x→+∞

(
1 +

y

x

)x
= ey for y ≥ 0, lim

x→−∞

(
1 +

y

x

)x
= ey for y ≤ 0.

In general, we have a change of variable x = ϕ(z) satisfying limz→b ϕ(z) = a, and
we may ask whether the uniformity of limx→a f(x, y) = g(y) implies the uniformity of
limz→b f(ϕ(z), y) = g(y). This is the uniform version of the composition rule, and is valid
if one of the two additional conditions are satisfied.

• z 6= c implies ϕ(z) 6= a.

• g(y) = f(a, y) for all y ∈ Y . In other words, for each fixed y, the function f(x, y) of
x is continuous at a.

We note that the conditions are only needed for the first limit to imply the second limit.
The uniformity of the convergence is then transferred automatically. Applying the uniform
composition rule to the limits in Example 5.3.3, the first limit is uniform for 0 ≤ y ≤ R
and is not uniform for y ≥ R, and the second limit is uniform for y ≤ 0.

Example 5.3.5. We may also change y in the limits in Example 5.3.3 and get

lim
x→+∞

(
1 +

log y

x

)x
= elog y = y, y ≥ 1.

In general, we have a change of variable y = ϕ(z) : Z → Y . Then it is easy to see that
the uniformity of limx→a f(x, ϕ(z)) = g(ϕ(z)) for z ∈ Z is equivalent to the uniformity of
limx→a f(x, y) = g(y) for y ∈ ϕ(Z). In particular, the uniformity of limx→a f(x, y) = g(y)
for y ∈ Y implies the uniformity of limx→a f(x, ϕ(z)) = g(ϕ(z)) for z ∈ Z.

In our case, we know limx→+∞

(
1 +

log y

x

)x
= y is uniform for 1 ≤ y ≤ R and is

not uniform for y ≥ R.

Exercise 5.50. Prove that limx→a f(x, y) = g(y) uniformly on Y if and only if

lim
x→a

sup
Y
|f(x, y)− g(y)| = 0.

Exercise 5.51. Prove that limx→a f(x, y) = g(y) uniformly on Y = Y1 ∪ Y2 if and only if
it converges uniformly on Y1 and on Y2. Extend the statement to finite union. Can you
extend to infinite union?
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Exercise 5.52. Suppose limx→a f(x, y) = g(y) for y ∈ (b, c). Suppose there is C > 0, such
that for each fixed x, we have |f(x, y)− g(y)| ≥ C for y sufficiently close to b. Prove that
the convergence of is not uniform on (b, r) for any b < r < c.

Note that the criterion |f(x, y) − g(y)| ≥ C is satisfied if limy→b+ |f(x, y) − g(y)|
converges to a number > C or diverges to +∞.

Exercise 5.53. Determine the uniform convergence (the answer may depend on the domain
for y).

1. limx→∞
1

xy
= 0.

2. limx→0
sinxy

x
= y.

3. limx→0+

√
x+ y =

√
y.

4. limx→0(1 + xy)
1
x = ey.

5. limx→0 y
x = 1.

6. limx→0
yx − 1

x
= log y.

Exercise 5.54. Determine the uniform convergence of the definition of derivatives.

1. limx→y
sinx− sin y

x− y = cos y. 2. limx→y
xp − yp

x− y = pyp−1, y > 0.

Exercise 5.55. Define the uniform convergence of a double sequence limn→∞ xm,n = ym.
The determine the uniformity of the convergence.

1. limn→∞
1

m+ n
= 0.

2. limn→∞
m

m+ n
= 0.

3. limn→∞
1

nm
= 0.

4. limn→∞
m

n
= 0.

5. limn→∞ n
√
m = 1.

Exercise 5.56. Suppose f is continuous on an open interval containing a bounded and closed
interval [a, b]. Prove that limx→0 f(x+ y) = f(y) uniformly on [a, b].

Exercise 5.57. Suppose f is a function on an interval [a, b]. Extend f to a function on R
by setting f(x) = f(a) for x < a and f(x) = f(b) for x > b. Prove that f is uniformly
continuous on [a, b] if and only if limx→0 f(x+ y) = f(y) uniformly on [a, b].

Exercise 5.58. Suppose f has continuous derivative on an open interval containing [a, b].

Prove that limx→0
f(x+ y)− f(y)

x
= f ′(y) uniformly on [a, b].

Exercise 5.59. Suppose f(x) is continuous on an open interval containing [a, b]. Prove that
the Fundamental Theorem of Calculus

lim
x→0

1

x

∫ x+y

y

f(t)dt = f(y)

is uniform on [a, b].
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Uniform Convergence of Sequence and Series of Functions

A sequence of functions fn(x) uniformly converges to a function f(x) on domain X
if for any ε > 0, there is N , such that

n > N, x ∈ X =⇒ |fn(x)− f(x)| < ε.

Here n and x play the role of x and y in the uniform convergence of limx→a f(x, y).
As suggested by Examples 5.3.1 and 5.3.2, the uniformity of the convergence may
depend on the domain for x.

Figure 5.3.1 shows that the uniform convergence of a sequence of functions
means that the graph of fn lies in the ε-strip around f for sufficiently big n.

fn

f ε

f + ε

f − ε

Figure 5.3.1. Uniform convergence of sequence of functions.

The partial sum of a series of functions
∑
un(x) is a sequence of functions

sn(x) = u1(x) + u2(x) + · · · + un(x). The uniform convergence of the series is the
uniform convergence of the sequence sn(x).

Example 5.3.6. For the sequence xn, we have

lim
n→∞

xn =


0, if x ∈ (−1, 1),

1, if x = 1,

diverge, otherwise.

Denote by f(x) the limit function on the right, defined on the interval (−1, 1].
If we take the domain of x to be the biggest X = (−1, 1], then the convergence is

not uniform. Specifically, for any N ∈ N, by limx→1 x
N+1 = 1, we can always find x very

close to the left of 1, such that xN+1 >
1

2
. By f(x) = 0, this shows that

n = N + 1 > N, x ∈ (−1, 1], but |xn − f(x)| = xN+1 >
1

2
.

Therefore the uniform convergence fails for ε =
1

2
. In fact, the argument shows that the

convergence is not uniform on X = (r, 1) or on X = (−1,−r) for any 0 < r < 1.
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If we take X = [−r, r] for any fixed 0 < r < 1, so that X is of some distance away
from ±1, then the convergence is uniform on X. Specifically, by limn→∞ r

n = 0, for any
ε > 0, there is N , such that n > N implies rn < ε. Then

n > N, x ∈ [−r, r] =⇒ |xn − f(x)| = |x|n ≤ rn < ε.

This verifies the uniformity of the convergence.

r

x

x

x2x2

x3

x3

x10x10

1

Figure 5.3.2. limn→∞ xn.

Example 5.3.7. By Example 5.2.1, the partial sum of the series
∑∞
n=0 x

n is
1− xn+1

1− x , the

sum is
1

1− x for x ∈ (−1, 1), and

∣∣∣∣1− xn+1

1− x − 1

1− x

∣∣∣∣ =
|xn+1|
|1− x| .

For any fixed 0 < r < 1, we have limn→∞
rn+1

1− r = 0. In other words, for any ε > 0, there

is N = N(ε, r), such that n > N implies
rn+1

1− r < ε. Then

n > N, |x| ≤ r =⇒
∣∣∣∣1− xn+1

1− x − 1

1− x

∣∣∣∣ =
|xn+1|
|1− x| ≤

rn+1

1− r < ε.

This shows that
∑
xn uniformly converges for |x| ≤ r.

On the other hand, for any N , we may fix any natural number n > N . Then by

lim
x→1−

∣∣∣∣1− xn+1

1− x − 1

1− x

∣∣∣∣ = lim
x→1−

|xn+1|
1− x = +∞ > 1,
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we can find x satisfying

n > N, 1 > x > r, but

∣∣∣∣1− xn+1

1− x − 1

1− x

∣∣∣∣ > 1.

This shows the failure of the uniform convergence on (r, 1) for ε = 1. Similarly, by

lim
x→(−1)+

|xn+1|
1− x =

1

2
>

1

3
,

we can show the failure of the uniform convergence on (−1,−r) for ε =
1

3
.

The idea of using limit in x to argue against the uniformity is summarised in Exercise
5.62.

Example 5.3.8. We have limn→∞

(
1 +

x

n

)n
= ex similar to the limits of two variable

function in Example 5.3.4. By the same argument, the sequence of functions uniformly

converges for |x| ≤ R. Moreover, by limx→∞

∣∣∣(1 +
x

n

)n
− ex

∣∣∣ = +∞, the convergence of

the sequence of functions is not uniform for x ≥ R or for x ≤ −R.

Example 5.3.9. The Taylor series of ex is
∑ 1

n!
xn. By the Lagrange remainder in Propo-

sition 3.4.3, we have∣∣∣∣∣
n∑
k=0

1

k!
xk − ex

∣∣∣∣∣ =
ec|x|n+1

(n+ 1)!
≤ e|x||x|n+1

(n+ 1)!
, c between 0 and x.

For any fixed R > 0, we have limn→∞
eRRn+1

(n+ 1)!
= 0. Therefore for any ε > 0, there is

N = N(ε, R), such that n > N implying
eRRn+1

(n+ 1)!
< ε. Then

n > N, |x| ≤ R =⇒

∣∣∣∣∣
n∑
k=0

1

k!
xk − ex

∣∣∣∣∣ ≤ e|x||x|n+1

(n+ 1)!
≤ eRRn+1

(n+ 1)!
< ε.

This shows that Taylor series converges to ex uniformly for |x| ≤ R.
On the other hand, for fixed n, we have

lim
x→∞

∣∣∣∣∣
n∑
k=0

1

k!
xk − ex

∣∣∣∣∣ = +∞.

By the same reason as in Example 5.3.7, the convergence of the Taylor series is not uniform
for x < −R or x > R.

Exercise 5.60. Prove that f(x, y) uniformly converges to g(y) as x → a if and only if
f(xn, y) uniformly converges to g(y) for any sequence xn 6= a converging to a.

Exercise 5.61. Prove that if fn and gn uniformly converges, then afn + bgn uniformly
converges. What about product, composition, maximum, etc, of uniformly convergent
sequences of functions?
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Exercise 5.62. Suppose limn→∞ fn(x) = f(x) for x near a. Suppose there is C > 0, such
that for each fixed n, we have |fn(x)− f(x)| ≥ C for x sufficiently close to a. Prove that
the convergence of fn is not uniform for 0 < |x− a| < δ for any δ > 0.

Note that the criterion |fn(x)−f(x)| ≥ c is satisfied if limx→a |fn(x)−f(x)| converges
to a number > c or diverges to +∞.

Exercise 5.63. Suppose f(x) is integrable on [a, b + 1]. Prove that the sequence fn(x) =
1

n

∑n−1
i=0 f

(
x+

i

n

)
uniformly converges to

∫ x+1

x

f(t)dt on [a, b].

Exercise 5.64. Determine the uniformly convergence of sequences of functions (the answer
may depend on the domain for x).

1. x
1
n .

2. n(x
1
n − 1).

3.
1

n+ x
.

4.
1

nx+ 1
.

5.
x

nx
.

6.
sinnx

n
.

7. sin
x

n
.

8. n
√

1 + xn.

9.

(
x+

1

n

)p
.

10.
(

1 +
x

n

)p
.

11. log
(

1 +
x

n

)
.

12.
(

1 +
x

n

)n
.

Uniform Convergence Test

The test for uniform convergence of sequence and series of functions starts with the
Cauchy criterion.

Proposition 5.3.1 (Cauchy Criterion). A sequence fn(x) uniformly converges on X
if and only if for any ε > 0, there is N , such that

m,n > N, x ∈ X =⇒ |fm(x)− fn(x)| < ε.

Proof. Suppose fn(x) uniformly converges to f(x) on X. Then for any ε > 0, there
is N , such that

m,n > N, x ∈ X =⇒ |fn(x)− f(x)| < ε.

This implies

m,n > N, x ∈ X =⇒ |fm(x)− fn(x)| ≤ |fm(x)− f(x)|+ |fn(x)− f(x)| < 2ε.

which verifies the Cauchy criterion,
Conversely, suppose the uniform Cauchy criterion is satisfied. Then for each

fixed x ∈ X, the criterion shows that fn(x) is a Cauchy sequence, and therefore
limn→∞ fn(x) = f(x) converges. To see that the uniformity of the convergence, we
apply the uniform Cauchy criterion again. For any ε > 0, there is N , such that

m,n > N, x ∈ X =⇒ |fm(x)− fn(x)| < ε.

Now for each fixed n > N , we let m→∞ and get

n > N, x ∈ X =⇒ |f(x)− fn(x)| ≤ ε.
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This shows that the convergence is uniform on X.

The uniform Cauchy criterion for the series
∑
un(x) is that, for any ε > 0,

there is N , such that

n ≥ m > N, x ∈ X =⇒ |um(x) + um+1(x) + · · ·+ un(x)| < ε.

The special case m = n means that, if
∑
un(x) uniformly converges, then un(x)

uniformly converges to 0. For example, since the convergence of xn is not uniform
on (r, 1) (Example 5.3.6), the convergence of

∑
xn is also not uniform on (r, 1)

(Example 5.3.7).
We used the Cauchy criterion to derive various tests for the convergence of

series of numbers. Using Proposition 5.3.1, we may extend all the tests to the
uniform convergence of series of functions. We say a csquence of functions fn is
uniformly bounded on X if there is B, such that |fn(x)| < B for all n and x ∈ X.

Proposition 5.3.2 (Comparison Test). Suppose |un(x)| ≤ vn(x). If
∑
vn(x) uni-

formly converges, then
∑
un(x) uniformly converges.

Proposition 5.3.3 (Dirichlet Test). Suppose un(x) is a monotone sequence for each
x, and uniformly converges to 0. Suppose the partial sums of

∑
vn(x) are uniformly

bounded. Then
∑
un(x)vn(x) uniformly converges.

Proposition 5.3.4 (Abel Test). Suppose un(x) is a monotone sequence for each x,
and is uniformly bounded. Suppose

∑
vn(x) uniformly converges. Then

∑
un(x)vn(x)

uniformly converges.

The proof of the propositions are left as exercises. We note that in the mono-
tone condition, un(x) is allowed to be increasing for some x and decreasing for some
other x.

Example 5.3.10. We have

∣∣∣∣ (−1)n

n2 + x2

∣∣∣∣ ≤ 1

n2
. By considering

1

n2
as constant functions, the

series
∑ 1

n2
uniformly converges. Then by the comparison test,

∑ (−1)n

n2 + x2
also uniformly

converges.

Example 5.3.11. For any 0 < r < 1, we have

∣∣∣∣ (−1)n

n
xn
∣∣∣∣ ≤ rn for |x| ≤ r. By the (uni-

form) convergence of (constant function series)
∑
rn and the comparison test,

∑ (−1)n

n
xn

uniformly converges for |x| ≤ r.
We note that

1

n
is decreasing and (uniformly) converges to 0. Moreover, the partial

sum of
∑

(−1)nxn is uniformly bounded on [0, 1]∣∣∣∣∣
n∑
k=0

(−1)kxk

∣∣∣∣∣ =
1− (−x)n+1

1 + x
≤ 2.
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By the Dirichlet test, therefore, the series
∑ (−1)n

n
xn uniformly converges on [0, 1]. Com-

bined with [−r, r], the series uniformly converges on [−r, 1].

An alternative way of showing the uniform convergence of
∑ (−1)n

n
xn on [0, 1] is

by using the uniform version of the Leibniz test in Exercise 5.67.
At x = −1, the series is the harmonic series in Example 1.5.2 and therefore diverges.

Therefore we do not expect the convergence to be uniform on (−1,−r). We consider the
sum of the (n+ 1)-st term to the 2n-th term (similar to Example 1.5.2) and take the limit
as x→ (−1)+ (because this is where the trouble is)

lim
x→(−1)+

∣∣∣∣∣
2n∑

k=n+1

(−1)k

k
(−x)k

∣∣∣∣∣ =
1

n+ 1
+

1

n+ 2
+ · · ·+ 1

2n
>

1

2
.

For any N , fix a natural number n > N . The limit above implies that there is x ∈ (−1,−r),
such that

n, 2n > N, x ∈ (−1,−r), but

∣∣∣∣∣
2n∑

k=n+1

(−1)k

k
(−x)k

∣∣∣∣∣ > 1

2
.

This shows that the Cauchy criterion for the uniform convergence fails on (−1,−r) for

ε =
1

2
.

Example 5.3.12. By Example 5.2.4, the series
∑ sinnx

n
converges for all x. The series

1

n
is decreasing and uniformly converges to 0. Moreover, the calculation in Example

5.2.4 shows that the partial sum of
∑

sinnx is uniformly bounded on [r, π − r] for any

0 < r <
π

2
. By the Dirichlet test, therefore, the series uniformly converges on [r, π − r]

(and on [mπ + r, (m+ 1)π − r], m ∈ Z).
Next we show that the uniform convergence cannot be extended to (0, r). By

limx→0
sinx

x
= 1, we have

sinx

x
>

1

2
on some interval (0, b). (In fact,

sinx

x
>

2

π
for

0 < x <
π

2
.) For any N , fix any natural number satisfying n > N and n >

b

2r
. Then

x =
b

2n
satisfies x ∈ (0, r), kx ∈ (0, b) for all n < k ≤ 2n, and

2n∑
k=n+1

sin kx

k
= x

2n∑
k=n+1

sin kx

kx
>

2n∑
k=n+1

1

2
x =

nx

2
=
b

4
.

This shows that the Cauchy criterion for the uniform convergence of
∑ sinnx

n
on (0, r)

fails for ε =
b

4
.

Exercise 5.65. Prove Propositions 5.3.2, 5.3.3, 5.3.4.

Exercise 5.66. State and prove the Cauchy criterion for the uniform convergences of two
variable function.

Exercise 5.67. State and prove the uniform convergence version of the Leibniz test.



5.4. Exchange of Limits 207

Exercise 5.68. Suppose
∑
fn(x)2 uniformly converges. Prove that

∑ fn(x)

np
also uniformly

converges for any p >
1

2
.

Exercise 5.69. Determine the intervals on which the series uniformly converge.

1.
∑
xne−nx.

2.
∑
nxxn.

3.
∑(

x(x+ n)

n

)n
.

4.
∑ 1

np + xp
.

5.
∑ 1

x+ an
.

6.
∑ xn

1− xn .

7.
∑ cosnx

np
.

8.
∑ sin3 nx

np
.

9.
∑ sinnx

np(logn)q
.

10.
∑∣∣∣ex − (1 +

x

n

)n∣∣∣p.
Exercise 5.70. Show that

∑
(−1)nxn(1 − x) uniformly converges on [0, 1] and absolutely

converges for each x ∈ [0, 1]. However, the convergence of the absolute value series∑
|(−1)nxn(1− x)| is not uniform on [0, 1].

5.4 Exchange of Limits
A fundamental consequence of the uniform convergence is the exchange of limits.
The following result is stated for the limit of sequence of functions.

Theorem 5.4.1. Suppose fn(x) uniformly converges to f(x) for x 6= a. Suppose
limx→a fn(x) = ln converges for each n. Then both limn→∞ ln and limx→a f(x)
converge and are equal.

The conclusion is the exchange of two limits

lim
n→∞

lim
x→a

fn(x) = lim
n→∞

ln = lim
x→a

f(x) = lim
x→a

lim
n→∞

fn(x).

In other words, the two repeated limits are equal.

Proof. For any ε > 0, there is N , such that

x 6= a and m,n > N =⇒ |fm(x)− fn(x)| < ε. (5.4.1)

We take limx→a of the right side and get

m,n > N =⇒ |lm − ln| ≤ ε.

Therefore ln is a Cauchy sequence and converges to a limit l. Moreover, we take
m→∞ in the implication above and get

n > N =⇒ |l − ln| ≤ ε.

On the other hand, we take limm→∞ of the right side of (5.4.1) and get

x 6= a and n > N =⇒ |f(x)− fn(x)| ≤ ε.
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Fix one n > N . Since limx→a fn(x) = ln, there is δ > 0, such that

0 < |x− a| < δ =⇒ |fn(x)− ln| < ε.

Then for the fixed choice of n, we have

0 < |x− a| < δ =⇒ |f(x)− l| ≤ |f(x)− fn(x)|+ |fn(x)− ln|+ |l − ln| < 3ε.

This proves that limx→a f(x) = l.

Example 5.4.1. The convergence in Example 5.3.6 is uniform for |x| ≤ r < 1. This suggest
the exchange of limits at a ∈ (−r, r)

lim
n→∞

lim
x→a

xn = lim
n→∞

an = 0, lim
x→a

lim
n→∞

xn = lim
x→a

0 = 0.

Since r < 1 is arbitrary, we have exchange of limits everywhere on (−1, 1).
On the other hand, the convergence is not uniform on (0, 1). The two repeated limits

are not equal at 1−

lim
n→∞

lim
x→1−

xn = lim
n→∞

1 = 1, lim
x→1−

lim
n→∞

xn = lim
x→1−

0 = 0.

Example 5.4.2. For the case fn(x) is the partial sum of a series of functions
∑
un(x),

Theorem 5.4.1 says that, if
∑
un(x) uniformly converges, then the limit and the sum can

be exchanged ∑
lim
x→a

un(x) = lim
x→a

∑
un(x).

The series
∑∞
n=0 x

n in Example 5.3.7 uniformly converges in [−r, r] for any 0 < r < 1.
Since any a satisfying |a| < 1 lies inside such interval, we expect the exchange of limx→a
and the sum

∞∑
n=0

lim
x→a

xn =
∞∑
n=0

an =
1

1− a , lim
x→a

∞∑
n=0

xn = lim
x→a

1

1− x =
1

1− a .

On the other hand, the series does not converge uniformly on (−1, 0), and we have

∞∑
n=0

lim
x→(−1)+

xn =
∞∑
n=0

(−1)n diverges, lim
x→(−1)+

∞∑
n=0

xn = lim
x→(−1)+

1

1− x =
1

2
.

Example 5.4.3. The convergence in Example 5.3.1 is not uniform on (R,+∞). The two
repeated limits at +∞ are not equal

lim
y→+∞

lim
x→+∞

y

x+ y
= lim
y→+∞

0 = 0, lim
x→+∞

lim
y→+∞

y

x+ y
= lim
x→+∞

1 = 1.

Exercise 5.71. Determine whether two limits exchange for two variable functions in Exercise
5.53 and 5.54, double sequences in Exercise 5.55, the sequences in Exercise 5.64, and series
in Exercise 5.69.
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Uniform Convergence and Continuity

Suppose limn→∞ fn(x) = f(x) uniformly on X. Suppose fn are continuous at
a ∈ X. Then by Theorem 5.4.1, we have

lim
x→a

f(x) = lim
x→a

lim
n→∞

fn(x) (definition of f)

= lim
n→∞

lim
x→a

fn(x) (exchange of limit)

= lim
n→∞

fn(a) (continuity of fn at a)

= f(a). (definition of f)

This shows that the uniform limit of continuous functions is continuous.

Proposition 5.4.2. Suppose fn(x) uniformly converges to f(x) for x ∈ X. If fn are
continuous at a ∈ X, then f is also continuous at a ∈ X.

The following is one converse of the proposition.

Proposition 5.4.3 (Dini’s Theorem). Suppose fn(x) converges to f(x) on a bounded
and closed interval I. Suppose fn(x) is monotone in n for each fixed x. If fn(x)
and f(x) are continuous on I, then the convergence of fn to f is uniform on I.

Note that we allow fn(x) to be increasing for some x and decreasing for some
other x.

Proof. Suppose the convergence is not uniform on I. Then there is ε > 0, a sub-
sequence fnk(x), and a sequence xk ∈ I, such that |fnk(xk) − f(xk)| ≥ ε. In the
bounded and closed interval, xk has a convergent subsequence. Without loss of
generality, we may assume that xk already converges to c ∈ I. For fixed n, we have
nk > n for sufficiently big k. Then by the monotone assumption, we have

nk > n =⇒ |fn(xk)− f(xk)| ≥ |fnk(xk)− f(xk)| ≥ ε.

Since the nk > n for sufficiently big k, by the continuity of fn and f at c, we may
take k →∞ and get |fn(c)−f(c)| ≥ ε. Since this contradicts limn→∞ fn(c) = f(c),
we conclude that that fn converges to f uniformly on I.

Example 5.4.4. Since xn are continuous and the limit function in Example 5.3.6 is not
continuous at 1−, we may use Proposition 5.4.2 to conclude that the convergence cannot
be uniform on (r, 1) for any 0 < r < 1.

We also note that xn is decreasing in n for any x ∈ [0, r], and the limit function 0
on the interval is continuous. By Dini’s Theorem, the convergence is uniform on [0, r].

Example 5.4.5. The function fn(x) in Figure 5.4.1 is continuous. Although limn→∞ fn(x) =
0 is also continuous, the convergence is not uniform. Note that Dini’s Theorem cannot be
applied because fn(x) is not monotone in n.
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1
n

1

1

Figure 5.4.1. A non-uniformly convergent sequence.

Example 5.4.6. Applied to series of functions, Proposition 5.4.2 says that the sum of
uniformly convergent series of continuous functions is continuous. Moreover, Proposition
5.4.3 says that, if the sum of non-negative continuous functions is continuous, then the
convergence is uniform on bounded and closed interval.

The Riemann zeta function

ζ(x) = 1 +
1

2x
+

1

3x
+ · · ·+ 1

nx
+ · · ·

is defined on (1,+∞). For any r > 1, we have 0 <
1

nx
≤ 1

nr
on [r,+∞). By the

comparison test, therefore,
∑ 1

nx
uniformly converges on [r,+∞). This implies that ζ(x)

is continuous on [r,+∞) for any r > 1. Since r > 1 is arbitrary, we conclude that ζ(x) is
continuous on (1,+∞).

Example 5.4.7. Let rn be any sequence of distinct numbers. Let

un(x) =

{
0, if x < rn,

1, if x ≥ rn.

Then by the comparison test, the series∑ 1

2n
un(x) = f(x) =

∑
rn≤x

1

2n

uniformly converges. If a is not any ri, then all un(x) are continuous at a. By Proposition
5.4.2, this implies that f(x) is continuous at a. If a = rj , then the same argument works

for the series
∑
n 6=j

1

2n
un(x), so that the series is still continuous at a. However, since

uj(x) is not continuous at a, we know f(x) =
1

2j
uj(x) +

∑
n 6=j

1

2n
un(x) is not continuous

at a.
We conclude that f(x) is an increasing function that is continuous away from ri and

not continuous at all ri. If we take the sequence to be all rational numbers, then f(x) is
a strictly increasing function that is continuous at irrational numbers and not continuous
at rational numbers.



5.4. Exchange of Limits 211

Exercise 5.72. Is there a one point version of Dini’s Theorem?

Exercise 5.73. State and prove the two variable function version of Propositions 5.4.2 and
5.4.3.

Exercise 5.74. Explain that the function f(x) in Example 5.4.7 is right continuous.

Exercise 5.75. Use Dini’s Theorem to explain that the sequence
(

1 +
x

n

)n
uniformly con-

verges on [−R,R] for any R > 0.

Exercise 5.76. A subset Y of X is dense if every element of X is the limit of a sequence in
Y . Prove that if a sequence of continuous functions fn(x) on X converges uniformly on
Y , then it converges uniformly on X. In particular, the limit function is continuous on X.

Exercise 5.77. Suppose fn uniformly converges to f . Prove that if fn are uniformly con-
tinuous, then f is uniformly continuous.

Uniform Convergence and Integration

Proposition 5.4.4. Suppose fn are integrable on a bounded interval [a, b] and uni-
formly converges to f . Then f is integrable and∫ b

a

f(x)dx = lim
n→∞

∫ b

a

fn(x)dx.

The conclusion is the exchange of integration and limit∫ b

a

lim
n→∞

fn(x)dx = lim
n→∞

∫ b

a

fn(x)dx.

Since the integration is defined as certain limit, the property is again the exchange of
two limits. Specifically, the Riemann sums S(P, fn) = σn(P ) and S(P, f) = σ(P )
may be considered as functions of the “variable” P (in fact the variable (P, x∗i ),
including the sample points), and the equality we wish to achieve is

lim
‖P‖→0

lim
n→∞

σn(P ) = lim
n→∞

lim
‖P‖→0

σn(P ).

For fixed P (including fixed sample points), we have

|fn − f | < ε on [a, b] =⇒ |σn(P )− σ(P )| = |S(P, fn − f)| < ε(b− a).

Therefore the uniform convergence of fn implies the uniform convergence of σn(P ),
and we may apply Theorem 5.4.1 to get the equality of two repeated limits.

Example 5.4.8. The sequence fn in Figure 5.4.1 converges to f = 0 but not uniformly.
Yet the conclusion of Proposition 5.4.4 still holds

lim
n→∞

∫ 1

0

fn(x)dx = lim
n→∞

1

2n
= 0,

∫ 1

0

lim
n→∞

fn(x)dx =

∫ 1

0

0dx = 0.
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On the other hand, the conclusion fails for limn→∞ nfn = 0

lim
n→∞

∫ 1

0

nfn(x)dx = lim
n→∞

1

2
=

1

2
,

∫ 1

0

lim
n→∞

nfn(x)dx =

∫ 1

0

0dx = 0.

The difference is that fn is uniformly bounded, while nfn is not uniformly bounded.

Example 5.4.9. The sequence xn in Example 5.3.6 does not converge uniformly on [0, 1].
However, we still have

lim
n→∞

∫ 1

0

xndx = lim
n→∞

1

n+ 1
= 0 =

∫ 1

0

g(x)dx.

In fact, the Dominant Convergence Theorem (Theorem 10.4.4) in Lebesgue integration

theory tells us that the equality limn→∞

∫ b

a

fndx =

∫ b

a

fdx always holds as long as fn

are uniformly bounded, and the right side makes sense (i.e., f is integrable).

Example 5.4.10. Let rn, n = 1, 2, . . . , be all the rational numbers. Then the functions

fn(x) =

{
1, if x = r1, r2, . . . , rn,

0, otherwise,

are integrable. However, limn→∞ fn(x) = D(x) is the Dirichlet function, which is not
Riemann integrable. Of course the convergence is not uniform.

The example shows that the limit of Riemann integrable functions may not be Rie-
mann integrable. The annoyance will be resolved by the introduction of Lebesgue integral,
which extends the Riemann integral and allows more functions to be integrable. Then the
Dirichlet function will be Lebesgue integrable with integral value 0, and the integration
and the limit still exchange.

Exercise 5.78. Prove Proposition 5.4.4 by using the idea after the proposition and the proof
of Theorem 5.4.1.

Exercise 5.79. State and prove the two variable function version of Proposition 5.4.4.

Exercise 5.80. Suppose fn is integrable on a bounded interval [a, b] and limn→∞ fn = f

uniformly. Prove that the convergence of limn→∞

∫ x

a

fn(t)dt =

∫ x

a

f(t)dt is uniform for

x ∈ [a, b].

Exercise 5.81. Extend Proposition 5.4.4 to the Riemann-Stieltjes integral.

Exercise 5.82. Suppose f is Riemann-Stieltjes integrable with respect to each αn. Will the

uniform convergence of αn tell you something about the limit of

∫ b

a

fdαn?

Uniform Convergence and Differentiation

Proposition 5.4.5. Suppose fn are differentiable on a bounded interval, such that
fn(x0) converges at some point x0 and f ′n uniformly converges to g. Then fn uni-
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formly converges and (
lim
n→∞

fn

)′
= g.

The conclusion is the exchange of derivative and limit(
lim
n→∞

fn

)′
= lim
n→∞

f ′n.

At x0, this means the exchange of two limits

lim
x→x0

lim
n→∞

fn(x)− fn(x0)

x− x0
= lim
n→∞

lim
x→x0

fn(x)− fn(x0)

x− x0
.

The interpretation inspires the following proof.

Proof. Let gn(x) =
fn(x)− fn(x0)

x− x0
for x 6= x0 and gn(x0) = f ′n(x0). We apply the

Mean Value Theorem to fm(x)− fn(x) and get

gm(x)− gn(x) =
(fm(x)− fn(x))− (fm(x0)− fn(x0))

x− x0
= f ′m(c)− f ′n(c)

for some c between x0 and x. The equality also holds for x = x0. Then the Cauchy
criterion for the uniform convergence of f ′n(x) implies the Cauchy criterion for the
uniform convergence of gn(x), so that gn(x) uniformly converges. Then by the con-
vergence of fn(x0), the sequence fn(x) = fn(x0) + (x − x0)gn(x) also uniformly
converges on the bounded interval. Moreover, by Theorem 5.4.1, limx→x0

g(x) con-
verges and

f ′(x0) = lim
x→x0

f(x)− f(x0)

x− x0
= lim
x→x0

lim
n→∞

fn(x)− fn(x0)

x− x0

= lim
x→x0

lim
n→∞

gn(x) = lim
n→∞

lim
x→x0

gn(x) = lim
n→∞

f ′n(x0).

So the equality for the derivative is proved at x0. Since the first consequence tells
us that fn(x) converges everywhere, so we can actually take x0 to be anywhere
in the interval. Therefore the equality for the derivative holds anywhere in the
interval.

Example 5.4.11. In Example 5.3.8, we know that limn→∞

(
1 +

x

n

)n
= ex uniformly on

[−R,R] for any R > 0. The derivative sequence is

d

dx

(
1 +

x

n

)n
= n

(
1 +

x

n

)n−1 1

n
=

n

n+ x

(
1 +

x

n

)n
.

Since both
n

n+ x
and

(
1 +

x

n

)n
are bounded and uniformly converge on [−R,R], we get

(ex)′ = lim
n→∞

d

dx

(
1 +

x

n

)n
= ex on (−R,R).

Since R is arbitrary, we get (ex)′ = ex for all x.
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Example 5.4.12. Applied to series, Proposition 5.4.5 says that, if the derivative series
uniformly converges, then we can take term by term derivative of the sum of series.

The terms by term derivation of the Riemann zeta function in Example 5.4.6 is

−
∞∑
n=2

logn

nx
= − log 2

2x
− log 3

3x
+ · · · − logn

nx
− · · ·

For any r > 1, choose r′ satisfying r > r′ > 1. Then 0 <
logn

nx
≤ logn

nr
<

1

nr′
for

x ≥ r and sufficiently big n. By the comparison test,
∑ logn

nx
uniformly converges on

[r,+∞) for any r > 1. By Proposition 5.4.5, this implies that ζ(x) is differentiable and

ζ′(x) = −
∑ logn

nx
for x > 1. Further argument shows that ζ(x) has derivative of any

order.

Example 5.4.13 (Continuous and Nowhere Differentiable Function29). Let h(x) be given by
h(x) = |x| on [−1, 1] and h(x + 2) = h(x) for any x. The function is continuous and
satisfies 0 ≤ h(x) ≤ 1. By the comparison test, therefore, the series

f(x) =

∞∑
n=0

(
3

4

)n
h(4nx)

uniformly converges and the sum f(x) is continuous. However, we will show that f(x) is
not differentiable anywhere.

Let δk = ± 1

2 · 4k . For any n, by |h(x)− h(y)| ≤ |x− y|, we have∣∣∣∣h(4n(a+ δk))− h(4na)

δk

∣∣∣∣ ≤ 4nδk
δk

= 4n.

For n > k, 4nδk is a multiple of 2, and we have

h(4n(a+ δk))− h(4na)

δk
= 0.

For n = k, we have 4kδk = ±1

2
. By choosing ± sign so that there is no integer between

4ka and 4ka± 1

2
, we can make sure that |h(4k(a+ δk))−h(4ka)| = |4k(a+ δk)−4ka| = 1

2
.

Then ∣∣∣∣h(4k(a+ δk))− h(4ka)

δk

∣∣∣∣ = 4k.

Thus for any fixed a, by choosing a sequence δk with suitable ± sign, we get∣∣∣∣f(a+ δk)− f(a)

δk

∣∣∣∣ ≥ (3

4

)k
4k −

k−1∑
n=0

(
3

4

)n
4n = 3k − 3k − 1

3− 1
=

3k + 1

2
.

This implies that limδ→0
f(a+ δ)− f(a)

δ
diverges.

29For a generalisation of the example, see “Constructing Nowhere Differentiable Functions from
Convex Functions” by Cater, Real Anal. Exchange 28 (2002/03) 617-621.
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Exercise 5.83. State and prove the two variable function version of Proposition 5.4.5.

Exercise 5.84. Justify the equalities.

1.

∫ 1

0

xaxdx =

∞∑
n=1

(−a)n−1

nn
.

2.

∫ a

λa

(
∞∑
n=0

λn tanλnx

)
dx = − log | cos a| for |a| < π

2
, |λ| < 1.

3.

∫ +∞

x

(ζ(t)− 1)dt =

∞∑
n=2

1

nx logn
for x > 1.

Exercise 5.85. Find the places where the series converge and has derivatives. Also find the
highest order of the derivative.

1.
∑ 1

n(logn)x
.

2.
∑(

x+
1

n

)n
.

3.
∑+∞
n=−∞

1

|n− x|p .

4.
∑ (−1)n

nx
.

Exercise 5.86. Find limx→0
1

x

(∑∞
n=1(−1)n

1

n+ x2

)′
.

Exercise 5.87. In case x0 is the right end of the bounded interval in Proposition 5.4.5, prove
that the conclusion holds for the left derivative at x0.

Exercise 5.88. Suppose
∑ 1

an
absolutely converges. Prove that

∑ 1

x− an
converges to a

function that has derivatives of any order away from all an.

Power Series

A power series is a series of the form

∞∑
n=0

anx
n = a0 + a1x+ a2x

2 + · · ·+ anx
n + · · · ,

or of the more general form
∑∞
n=0 an(x− x0)n. Taylor series are power series.

Theorem 5.4.6. Let

R =
1

limn→∞
n
√
|an|

.

1. The power series
∑∞
n=0 anx

n absolutely converges for |x| < R and diverges
for |x| > R.

2. If
∑∞
n=0 anr

n converges, then the power series uniformly converges on [0, r].
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The number R is called the radius of convergence for the power series.
In the second statement, we allow r to be negative, and [0, r] is really [r, 0] in

this case. A consequence of the theorem is that the power series uniformly converges
on [−r, r] for any 0 < r < R. Moreover, if

∑∞
n=0 anR

n converges, then the power
series uniformly converges on [0, R]. If

∑∞
n=0 an(−R)n converges, then the power

series uniformly converges on [−R, 0]. The uniform convergence up to ±R is called
Abel’s Theorem.

Proof. If |x| < R, then limn→∞ |x| n
√
|an| < 1. Fix r satisfying limn→∞ |x| n

√
|an| <

r < 1. By Proposition 1.5.4, there are only finitely many n satisfying |x| n
√
|an| > r.

This means that |x| n
√
|an| ≤ r for sufficiently big n, or |anxn| ≤ rn for sufficiently

big n. By the convergence of
∑
rn and the comparison test, we find that

∑
anx

n

absolutely converges.
If |x| > R, then similar argument using Proposition 1.5.4 shows that there are

infinitely many n satisfying |anxn| > 1. This implies anx
n does not converge to 0,

and therefore
∑
anx

n diverges.
Suppose

∑
anr

n converges. Then the Abel test in Proposition 5.3.4 may

be applied to un(x) =
xn

rn
and vn(x) = anr

n on [0, r]. The functions un(x) are

all bounded by 1, and the sequence un(x) is decreasing for each x ∈ [0, r]. The
convergence of

∑
vn(x) is uniform because the series is independent of x. The

conclusion is the uniform convergence of
∑
un(x)vn(x) =

∑
anx

n on [0, r].

The domain of the sum function f(x) =
∑
anx

n is an interval with left end
−R and right end R. Combining Proposition 5.4.2 with the second part of Theorem
5.4.6, we find that f(x) is continuous wherever it is defined.

Similarly, we may combine Propositions 5.4.4 and 5.4.5 with Theorem 5.4.6
to find that the integration and differentiation of a power series can be carried out
term by term

(a0 + a1x+ · · ·+ anx
n + · · · )′ = a1 + 2a2x+ · · ·+ nanx

n−1 + · · · ,∫ x

0

(a0 + a1t+ · · ·+ ant
n + · · · ) dt = a0x+

a1

2
x2 +

a2

3
x3 + · · ·+ an

n
xn+1 + · · · .

The two series also have R as the radius of convergence, and the equalities hold
wherever the power series on the right converges.

Example 5.4.14. By the equality

1

1− x = 1 + x+ x2 + · · ·+ xn + · · · on (−1, 1),

we get
1

1 + x
= 1− x+ x2 + · · ·+ (−1)nxn + · · · on (−1, 1).

By integration, we get

log(1 + x) = x− 1

2
x2 +

1

3
x3 + · · ·+ (−1)n

n+ 1
xn+1 + · · · on (−1, 1).
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Since the series on the right also converges at x = 1, the right side is continuous at 1−,
and

1− 1

2
+

1

3
+ · · ·+ (−1)n+1

n
+ · · · = lim

x→1−

(
x− 1

2
x2 +

1

3
x3 + · · ·+ (−1)n

n+ 1
xn+1 + · · ·

)
= lim
x→1−

log(1 + x) (sum of right for |x| < 1)

= log 2. (continuity of log(1 + x))

Therefore the Taylor expansion equality for log(1 + x) extends to x = 1.

Exercise 5.89. Prove that the radius of convergence satisfies

lim
n→∞

∣∣∣∣ anan+1

∣∣∣∣ ≤ R ≤ lim
n→∞

∣∣∣∣ anan+1

∣∣∣∣ .
Then show that the radius of convergence for the Taylor series of (1 + x)p (p is not a
natural number) and log(1 + x) is 1.

Exercise 5.90. Prove that the power series obtained from term by term differentiation or
integration has the same radius of convergence. Can you make a direct argument without
using the formula for the radius?

Exercise 5.91. Prove that if the radius of convergence for the power series
∑
anx

n is
nonzero, then the sum function f(x) satisfies f (n)(0) = n!an.

Exercise 5.92. Use the Taylor series of arctanx to show that

1− 1

3
+

1

5
− 1

7
+

1

9
− 1

11
+ · · · = π

4
.

Then show

1 +
1

2
− 1

3
− 1

4
+

1

5
+

1

6
− 1

7
− 1

8
+ · · · = π

4
+

log 2

2
.

Exercise 5.93. Discuss the convergence of the Taylor series of arcsinx at the radius of
convergence.

Exercise 5.94. The series
∑
zn with zn = x0yn + x1yn−1 + · · · + xny0 is obtained by

combining terms in the diagonal arrangement of the product of the series
∑
xn and

∑
yn.

By considering the power series
∑
xnt

n,
∑
ynt

n,
∑
znt

n at t = 1, prove that if
∑
xn,∑

yn and
∑
zn converge, then

∑
zn = (

∑
xn)(

∑
yn). Compare with Exercise 5.49.

5.5 Additional Exercise
Approximate Partial Sum by Integral

The proof of Proposition 5.2.2 gives an estimation of the partial sum for
∑
f(n) by the

integral of f(x) on suitable intervals. The idea leads to an estimation of n! in Exercise
5.33. In what follows, we study the approximation in general.
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Suppose f(x) is a decreasing function on [1,+∞) satisfying limx→+∞ f(x) = 0.
Denote

dn = f(1) + f(2) + · · ·+ f(n)−
∫ n

1

f(x)dx.

By Exercise 5.32, dn is decreasing and converges to a limit γ ∈ [0, f(1)].

Exercise 5.95. Prove that if f(x) is convex, then dn ≥
1

2
(f(1) + f(n)). This implies

γ ≥ 1

2
f(1).

Exercise 5.96. By using Exercise 4.103, prove that if f(x) is convex and differentiable, then
for m > n, we have ∣∣∣∣dn − dm − 1

2
(f(n)− f(m))

∣∣∣∣ ≤ 1

8
(f ′(n)− f ′(m)).

Exercise 5.97. Prove that if f(x) is convex and differentiable, then∣∣∣∣dn − γ − 1

2
f(n)

∣∣∣∣ ≤ −1

8
f ′(n).

Exercise 5.98. By using Exercise 4.106, prove that if f(x) has second order derivative, then

1

24

n−1∑
k=m

inf
[k,k+1]

f ′′ ≤ −dn + dm +
1

2
(f(n)− f(m)) +

1

8
(f ′(n)− f ′(m)) ≤ 1

24

n−1∑
k=m

sup
[k,k+1]

f ′′.

Exercise 5.99. Let γ be the Euler-Mascheroni constant in Exercise 5.32. Prove that

1

24(n+ 1)2
≤ 1 +

1

2
+ · · ·+ 1

n
− logn− γ − 1

2n
+

1

8n2
≤ 1

24(n− 1)2
.

This implies

1 +
1

2
+ · · ·+ 1

n
= logn+ γ +

1

2n
− 1

12n2
+ o

(
1

n2

)
.

Exercise 5.100. Estimate 1 +
1√
2

+
1√
3

+ · · ·+ 1√
n

.

Bertrand30 Test

The Bertrand test is obtained by applying the general ratio test in Exercise 5.26 to yn =
1

n(logn)p
.

Exercise 5.101. Prove that
∑ 1

n(logn)p
converges if and only if p > 1.

Exercise 5.102. Prove that if

∣∣∣∣xn+1

xn

∣∣∣∣ ≤ 1− 1

n
− p

n logn
for some p > 1 and sufficiently big

n, then
∑
xn absolutely converges.

30Joseph Louis François Bertrand, born 1822 and died 1900 in Paris (France).
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Exercise 5.103. Prove that if

∣∣∣∣xn+1

xn

∣∣∣∣ ≥ 1− 1

n
− p

n logn
for some p < 1 and sufficiently big

n, then
∑
|xn| diverges.

Exercise 5.104. Find the limit version of the test.

Exercise 5.105. What can you say in case

∣∣∣∣xn+1

xn

∣∣∣∣ = 1− 1

n
− 1

n logn
+ o

(
1

n logn

)
?

Exercise 5.106. Rephrase the test in terms of the quotient

∣∣∣∣ xnxn+1

∣∣∣∣.
Kummer31 Test

Exercise 5.107. Prove that if there are cn > 0 and δ > 0, such that cn − cn+1

∣∣∣∣xn+1

xn

∣∣∣∣ ≥ δ

for sufficiently big n, then
∑
xn absolutely converges.

Exercise 5.108. Prove that if xn > 0, and there are cn > 0, such that cn − cn+1
xn+1

xn
≤ 0

and
∑ 1

cn
diverges, then

∑
xn diverges.

Exercise 5.109. Prove that if
∑
xn absolutely converges, then there are cn > 0, such that

cn − cn+1

∣∣∣∣xn+1

xn

∣∣∣∣ ≥ 1 for all n.

Exercise 5.110. Derive ratio, Raabe and Bertrand tests from the Kummer test.

Infinite Product

An infinite product is
∞∏
n=1

xn = x1x2 · · ·xn · · · .

The infinite product converges if the partial partial productpn = x1x2 · · ·xn converges to
some p 6= 0, and we denote p =

∏
xn.

Exercise 5.111. Explain that the assumption p 6= 0 implies that a convergent infinite prod-
uct satisfies limn→∞ xn = 1.

Exercise 5.112. Explain that the convergence is not affected by dropping finitely many
terms. This means that, as far as the convergence is concerned, we may assume all xn > 0
(this will be assumed in all subsequent exercises). Prove that, under the assumption of all
xn > 0, an infinite product converges if and only if

∑
log xn converges.

Exercise 5.113. Compute the convergent infinite products.

31Ernst Eduard Kummer, born 1810 in Sorau (Prussia, now Poland), died 1893 in Berlin (Ger-
many). Besides numerous contributions to analysis, Kummer made fundamental contributions to
modern algebra.
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1.
∏∞
n=1

(
1 +

1

n

)
.

2.
∏∞
n=2

(
1 +

(−1)n

n

)
.

3.
∏∞
n=2

n− 1

n+ 1
.

4.
∏∞
n=2

n2 − n+ 1

n2 + n+ 1
.

5.
∏∞
n=2

n3 − 1

n3 + 1
.

6.
∏∞
n=1 2

1
n .

7.
∏∞
n=0 23−n .

8.
∏∞
n=0 2

(−1)n

n! .

9.
∏∞
n=1 cos

x

2n
.

Exercise 5.114. Establish properties for infinite products similar to Exercises 5.13 and 5.14.

Exercise 5.115. State the Cauchy criterion for the convergence of infinite product.

Exercise 5.116. Suppose xn 6= −1.

1. Prove that if
∑
xn converges, then

∏
(1+xn) converges if and only if

∑
x2
n converges.

2. Prove that if
∑
x2
n converges, then

∏
(1+xn) converges if and only if

∑
xn converges.

Exercise 5.117. Construct a convergent series
∑
xn, such that the series

∑
x2
n diverges.

By Exercise 5.116, we see that the convergence of
∑
xn does not necessarily imply the

convergence of
∏

(1 + xn).

Exercise 5.118. Suppose xn decreases and limn→∞ xn = 1. Prove that the “alternating

infinite product” (like Leibniz test in Exercise 5.37)
∏
x

(−1)n

n converges. Then find suitable

xn, such that the series
∑
yn defined by 1 + yn = x

(−1)n

n diverges. This shows that the
convergence of

∏
(1 + yn) does not necessarily imply the convergence of

∑
yn.

Absolute Convergence of Infinite Product

Suppose xn 6= −1. An infinite product
∏

(1 + xn) absolutely converges if
∏

(1 + |xn|)
converges.

Exercise 5.119. Prove that
∏

(1 + xn) absolutely converges if and only if the series
∑
xn

absolutely converges. Moreover,
∏

(1 + |xn|) = +∞ if and only if
∑
xn = +∞.

Exercise 5.120. Prove that if the infinite product absolutely converges, then the infinite
product converges.

Exercise 5.121. Suppose 0 < xn < 1. Prove that
∏

(1 + xn) converges if and only if∏
(1− xn) converges. Moreover,

∏
(1 + xn) = +∞ if and only if

∏
(1− xn) = 0.

Exercise 5.122. State the analogue of Theorem 5.2.6 for infinite product.

Ratio Rule

By relating xn to the partial product of
∏ xn+1

xn
, the limit of the sequence xn can be

studied by considering the ratio
xn+1

xn
. This leads to the extension of the ratio rules in

Exercises 1.58, 3.142, 3.145.
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Exercise 5.123. Suppose

∣∣∣∣xn+1

xn

∣∣∣∣ ≤ 1 − yn and 0 < yn < 1. Use Exercises 5.119 and 5.121

to prove that if
∑
yn = +∞, then limn→∞ xn = 0.

Exercise 5.124. Suppose

∣∣∣∣xn+1

xn

∣∣∣∣ ≥ 1 + yn and 0 < yn < 1. Prove that if
∑
yn = +∞, then

limn→∞ xn =∞.

Exercise 5.125. Suppose 1 − yn ≤
xn+1

xn
≤ 1 + zn and 0 < yn, zn < 1. Prove that if

∑
yn

and
∑
zn converge, then limn→∞ xn converges to a nonzero limit.

Exercise 5.126. Study limn→∞
(n+ a)n+ 1

2

(±e)nn!
, the case not yet settled in Exercise 3.143.

Riemann Zeta Function and Number Theory

The Riemann zeta function ζ(x) =
∑∞
n=0

1

nx
is introduced in Example 5.4.6. The function

is a fundamental tool for number theory.
Let

pn : 2, 3, 5, 7, 11, 13, 17, 19, . . .

be all prime numbers in increasing order. Let Sn be the set of natural numbers whose
prime factors are among p1, p2, . . . , pn. For example, 20 6∈ S2 and 20 ∈ S3 because the
prime factors of 20 are 2 and 5.

Exercise 5.127. Prove that
∏k
i=1

(
1− 1

pxi

)−1

=
∑
n∈Sk

1

nx
.

Exercise 5.128. Prove that the infinite product
∏(

1− 1

pxn

)
converges if and only if the

series
∑ 1

nx
converges.

Exercise 5.129. With the help of Exercises 5.119 and 5.121, prove that
∑ 1

pxn
converges if

and only if x > 1.

Exercise 5.130. Exercise 5.129 tells us that
∑ 1

pn
diverges. By expressing numbers in base

106 and using the idea of Exercise 5.31, prove that there must be a prime number, such
that its decimal expression contains the string 123456. Can you extend the conclusion to
a general result?

The Series
∑∞
n=1

an
nx

The series has many properties similar to the power series.

Exercise 5.131. Use the Abel test in Proposition 5.3.4 to show that if
∑ an

nr
converges,
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then
∑ an

nx
uniformly converges on [r,+∞), and

∑ an
nr

= limx→r+
∑ an

nx
.

Exercise 5.132. Prove that there is R, such that
∑ an

nx
converges on (R,+∞) and diverges

on (−∞, R). Moreover, prove that R ≥ limn→∞
log |an|
logn

.

Exercise 5.133. Prove that we can take term wise integration and derivative of any order
of the series on (R,+∞).

Exercise 5.134. Prove that there isR′, such that the series absolutely converges on (R′,+∞)

and absolutely diverges on (R′,+∞). Moreover, prove that limn→∞
log |an|
logn

+ 1 ≥ R′ ≥

limn→∞
log |an|
logn

+ 1.

Exercise 5.135. Give an example to show the inequalities in Exercises 5.132 and 5.134 can
be strict.

An Example by Borel

Suppose an > 0 and
∑√

an converges. Suppose the set {rn} is all the rational numbers

in [0, 1]. We study the convergence of the series
∑ an
|x− rn|

for x ∈ [0, 1]?

Exercise 5.136. Prove that if x 6∈ ∪n(rn − c
√
an, rn + c

√
an), then the series converges.

Exercise 5.137. Use Heine-Borel theorem to prove that if
∑√

an <
1

2c
, then [0, 1] 6⊂

∪n(rn − c
√
an, rn + c

√
an). By Exercise 5.136, this implies that the series converges for

some x ∈ [0, 1].

Continuous But Not Differentiable Function

Exercise 5.138. Let an be any sequence of points. Let |b| < 1. Prove that the function
f(x) =

∑
bn|x− an| is continuous and is not differentiable precisely at an.

Exercise 5.139 (Riemann). Let ((x)) be the periodic function with period 1, determined by

((x)) = x for −1

2
< x <

1

2
and ((

1

2
)) = 0. Let f(x) =

∑∞
n=1

((nx))

n2
.

1. Prove that f(x) is not continuous precisely at rational numbers with even denomi-

nators, i.e., number of the form r =
a

2b
, where a and b are odd integers.

2. Compute f(r+) − f(r) and f(r−) − f(r) at discontinuous points. You may need∑ 1

n2
=
π2

6
for the precise value.

3. Prove that f(x) is integrable, and F (x) =

∫ x

0

f(t)dt is not differentiable precisely

at rational numbers with even denominators.
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Exercise 5.140 (Weierstrass). Suppose 0 < b < 1 and a is an odd integer satisfying ab >

1 +
3π

2
. Prove that

∑∞
n=0 b

n cos(anπx) is continuous but nowhere differentiable.

Exercise 5.141 (Weierstrass). Suppose 0 < b < 1 and {an} is a bounded countable set of

numbers. Let h(x) = x +
x

2
sin log |x| and h(0) = 0. Prove that

∑∞
n=1 b

nh(x − an) is

continuous, strictly increasing, and is not differentiable precisely at an.

Double Series

A double series
∑
m,n≥1 xm,n may converge in several different ways.

First, the double series converges to sum s if for any ε > 0, there is N , such that

m,n > N =⇒

∣∣∣∣∣
m∑
i=1

n∑
j=1

xm,n − s

∣∣∣∣∣ < ε.

Second, the double series has repeated sum
∑
m

∑
n xm,n if

∑
n xm,n converges for

each m and the series
∑
m

(∑
n xm,n

)
again converges. Of course, there is another repeated

sum
∑
n

∑
m xm,n.

Third, a one-to-one correspondence k ∈ N 7→ (m(k), n(k)) ∈ N2 arranges the double
series into a single series

∑
k xm(k),n(k), and we may consider the sum of the single series.

Fourth, for any finite subset A ⊂ N2, we may define the partial sum

sA =
∑

(m,n)∈A

xm,n.

Then for any sequence Ak of finite subsets satisfying Ak ⊂ Ak+1 and ∪Ak = N2, we say
the double series converges to s with respect to the sequence Ak if limk→∞ sAk = s. For
example, we have the spherical sum by considering Ak = {(m,n) ∈ N2 : m2 + n2 ≤ k2}
and the triangular sum by considering Ak = {(m,n) ∈ N2 : m+ n ≤ k}.

Finally, the double series absolutely converges (see Exercise 5.143 for the reason for
the terminology) to s if for any ε > 0, there is N , such that |sA − s| < ε for any A
containing all (m,n) satisfying m ≤ N and n ≤ N .

Exercise 5.142. State the Cauchy criterion for the convergence of
∑
xm,n in the first sense.

State the corresponding comparison test.

Exercise 5.143. Prove that
∑
xm,n absolutely converges in the final sense if and only if∑

|xm,n| converges in the first sense.

Exercise 5.144. Prove that a double series
∑
xm,n absolutely converges if and only if all

the arrangement series
∑
k xm(k),n(k) converge. Moreover, the arrangement series have the

same sum.

Exercise 5.145. Prove that a double series
∑
xm,n absolutely converges if and only if the

double series converges with respect to all the sequences Ak. Moreover, the sums with
respect to all the sequences Ak are the same.

Exercise 5.146. Prove that if a double series
∑
xm,n absolutely converges, then the two

repeated sums converge and have the same value.
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Exercise 5.147. If a double series does not converge absolutely, what can happen to various
sums?

Exercise 5.148. Study the convergence and values of the following double series.

1.
∑
m,n≥1 a

mn.

2.
∑
m,n≥1

1

(m+ n)p
.

3.
∑
m,n≥1

(−1)m+n

(m+ n)p
.

4.
∑
m,n≥2

1

nm
.

Gamma Function

The Gamma function is

Γ(x) =

∫ +∞

0

tx−1e−tdt.

Exercise 5.149. Prove that the function is defined and continuous for x > 0.

Exercise 5.150. Prove limx→0+ Γ(x) = limx→+∞ Γ(x) = +∞.

Exercise 5.151. Prove the other formulae for the Gamma function

Γ(x) = 2

∫ ∞
0

t2x−1e−t
2

dt = ax
∫ ∞

0

tx−1e−atdt.

Exercise 5.152. Prove the equalities for the Gamma function

Γ(x+ 1) = xΓ(x), Γ(n) = (n− 1)!.

Beta Function

The Beta function is

B(x, y) =

∫ 1

0

tx−1(1− t)y−1dt.

Exercise 5.153. Prove that the function is defined for x, y > 0.

Exercise 5.154. Use the change of variable t =
1

1 + u
to prove the other formula for the

Beta function

B(x, y) =

∫ ∞
0

ty−1dt

(1 + t)x+y
=

∫ 1

0

tx−1 + ty−1

(1 + t)x+y
dt.

Exercise 5.155. Prove

B(x, y) = 2

∫ π
2

0

cos2x−1 t sin2y−1 tdt.

Exercise 5.156. Prove the equalities

B(x, y) = B(x, y), B(x+ 1, y) =
x

x+ y
B(x, y).
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6.1 Limit in Euclidean Space
The extension of analysis from single variable to multivariable means going from
the real line R to the Euclidean space Rn. While many concepts and results may
be extended, the Euclidean space is more complicated in various aspects. The first
complication is many possible choices of distance in a Euclidean space, which we
will show to be all equivalent as far as the mathematical analysis is concerned. The
second complication is that it is not sufficient to just do analysis on the rectangles,
the obvious generalization of the intervals on the real line. For example, to analyze
the temperature around the globe, we need to deal with a function defined on
the 2-dimensional sphere inside the 3-dimensional Euclidean space. Thus we need
to set up proper topological concepts such as closed subset, compact subset and
open subset, that extend closed interval, bounded closed interval and open interval.
Then we may extend the discussion about the limit and continuity of single variable
functions to multivariable functions defined on suitable subsets. The only properties
that cannot be extended are those dealing with orders among real numbers, such
as the monotone properties.

Euclidean Space

The n-dimensional (real) Euclidean space Rn is the collection of n-tuples of real
numbers

~x = (x1, x2, . . . , xn), xi ∈ R.

Geometrically, R1 is the usual real line and R2 is a plane with origin. An element of
Rn can be considered as a point, or as an arrow starting from the origin and ending
at the point, called a vector.

The addition and scalar multiplication of Euclidean vectors are

~x+ ~y = (x1 + y1, x2 + y2, . . . , xn + yn), c~x = (cx1, cx2, . . . , cxn).

They satisfy the usual properties such as commutativity and associativity. In gen-
eral, a vector space is a set with two operations satisfying these usual properties.

The dot product of two Euclidean vectors is

~x · ~y = x1y1 + x2y2 + · · ·+ xnyn.

It satisfies the usual properties such as bilinearity and positivity. In general, an
inner product on a vector space is a number valued operation satisfying these usual
properties.

The dot product, or the inner product in general, induces the Euclidean length

‖~x‖2 =
√
~x · ~x =

√
x2

1 + x2
2 + · · ·+ x2

n.

It also induces the angle θ between two nonzero vectors by the formula

cos θ =
~x · ~y

‖~x‖2‖~y‖2
.
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The definition of the angle is justified by the Schwarz’s inequality

|~x · ~y| ≤ ‖~x‖2‖~y‖2.

By the angle formula, two vectors are orthogonal and denoted ~x ⊥ ~y, if ~x · ~y = 0.
Moreover, the orthogonal projection of a vector ~x on another vector ~y is

proj~y~x = ‖~x‖2 cos θ
~y

‖~y‖2
=
~x · ~y
~y · ~y

~y.

Finally, the area of the parallelogram formed by two vectors is

A(~x, ~y) = ‖~x‖2‖~y‖2| sin θ| =
√

(~x · ~x)(~y · ~y)− (~x · ~y)2.

Norm

The distance between numbers is defined by the absolute value. In a Euclidean
space, however, the choice of absolute value is not unique.

Definition 6.1.1. A norm on a vector space is a function ‖~x‖ satisfying

1. Positivity: ‖~x‖ ≥ 0, and ‖~x‖ = 0 if and only if ~x = ~0 = (0, 0, . . . , 0).

2. Scalar Property: ‖c~x‖ = |c|‖~x‖.

3. Triangle Inequality: ‖~x+ ~y‖ ≤ ‖~x‖+ ‖~y‖.

The norm induces the distance ‖~x − ~y‖ between two vectors. Besides the
Euclidean norm (length) ‖~x‖2, the other popular norms are

‖~x‖1 = |x1|+ |x2|+ · · ·+ |xn|,
‖~x‖∞ = max{|x1|, |x2|, . . . , |xn|}.

Exercise 6.2 defines the Lp-norm for any p ≥ 1.
Any norm on R is given by

‖x‖ = ‖x1‖ = |x|‖1‖ = c|x|, c = ‖1‖.

Here x1 means the product of the scalar x to the vector 1, and |x| is the usual
absolute value. The equality shows that the norm on R is unique up to multiplying
a constant. This is why we did not need to discuss the norm for single variable
sequences and functions.

Given any norm, we have the (open) ball and closed ball of radius ε and centered
at ~x

B(~x, ε) = {~y : ‖~y − ~x‖ < ε},
B̄(~x, ε) = {~y : ‖~y − ~x‖ ≤ ε}.
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Moreover, for the Euclidean norm, we have the (closed) Euclidean ball and the
sphere of radius R

BnR = {~x : ‖~x‖2 ≤ R} = {(x1, x2, . . . , xn) : x2
1 + x2

2 + · · ·+ x2
n ≤ R2},

Sn−1
R = {~x : ‖~x‖2 = R} = {(x1, x2, . . . , xn) : x2

1 + x2
2 + · · ·+ x2

n = R2}.

When the radius R = 1, we get the unit ball Bn = Bn1 and the unit sphere Sn−1 =
Sn−1

1 .

~x
ε

~x
ε

~x
ε

BL2(~x, ε) BL∞(~x, ε) BL1(~x, ε)

Figure 6.1.1. Balls with respect to different norms.

Exercise 6.1. Directly verify Schwarz’s inequality for the dot product

|x1y1 + x2y2 + · · ·+ xnyn| ≤
√
x2

1 + x2
2 + · · ·+ x2

n

√
y2

1 + y2
2 + · · ·+ y2

n,

and find the condition for the equality to hold. Moreover, use Schwarz’s inequality to
prove the triangle inequality for the Euclidean norm ‖~x‖2.

Note that Hölder’s inequality in Exercise 3.75 generalizes Schwarz’s inequality.

Exercise 6.2. Use Minkowski’s inequality in Exercise 3.76 to prove that for any p ≥ 1, the
Lp-norm

‖~x‖p = p
√
|x1|p + |x2|p + · · ·+ |xn|p

satisfies the three conditions for the norm. Moreover, prove that the Lp-norm satisfies

‖~x‖∞ ≤ ‖~x‖p ≤ p
√
n‖~x‖∞.

Exercise 6.3. Let a1, a2, . . . , an be positive numbers and let p ≥ 1. Prove that

‖~x‖ = p
√
a1|x1|p + a2|x2|p + · · ·+ an|xn|p

is a norm.

Exercise 6.4. Suppose ‖ · ‖ and 9 · 9 are norms on Rm and Rn. Prove that ‖(~x, ~y)‖ =
max{‖~x‖,9~y9} is a norm on Rm × Rn = Rm+n. Prove that if m = n, then ‖~x‖+ 9~x9 is
a norm on Rn.

Exercise 6.5. Prove that for any norm and any vector ~x, there is a number r ≥ 0 and a
vector ~u, such that ~x = r~u and ‖~u‖ = 1. The expression ~x = r~u is the polar decomposition
that characterizes a vector by the length r and the direction ~u.
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Exercise 6.6. Prove that any norm satisfies |‖~x‖ − ‖~y‖| ≤ ‖~x− ~y‖.

Exercise 6.7. Prove that if ~y ∈ B(~x, ε), then B(~y, δ) ⊂ B(~x, ε) for some radius δ > 0. In
fact, we can take δ = ε− ‖~y − ~x‖.

Norms can also be introduced in infinite dimensional vector spaces. For ex-
ample, consider the vector space of all bounded sequences

l∞ = {~x = (x1, x2, . . . ) : |xi| ≤ B for a constant B and all i}.

It can be easily verified that

‖~x‖∞ = sup |xi|

satisfies the three properties and is therefore a norm on V . The analysis on infinite
dimensional vector spaces is the field of functional analysis.

Exercise 6.8. Let

l2 = {~x = (x1, x2, . . . ) :
∑

x2
i converges}.

Prove that l2 is a vector space, and

‖~x‖2 =
√∑

x2
i

is a norm.

Exercise 6.9. For p ≥ 1, introduce the infinite dimensional vector space lp and the Lp-norm
‖ · ‖p. Can you introduce a modified space and norm by using the idea of Exercise 6.3?

Limit

The limit of a vector sequence can be defined with respect to a norm.

Definition 6.1.2. A sequence ~xk of vectors converges to a vector ~a with respect to
a norm ‖~x‖, and denoted limk→∞ ~xk = ~a, if for any ε > 0, there is N , such that

k > N =⇒ ‖~xk − ~a‖ < ε.

For the moment, m is used in the definition because n has been reserved for
Rn. The property ‖~xk −~a‖ < ε is the same as ~xk ∈ B(~a, ε). The definition appears
to depend on the choice of norm. For example, limk→∞(xk, yk) = (a, b) with respect
to the Euclidean norm means

lim
k→∞

√
|xk − a|2 + |yk − b|2 = 0,

and the same limit with respect to the L∞-norm means each coordinate converges

lim
k→∞

xk = a, lim
k→∞

yk = b.
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On the other hand, two norms ‖~x‖ and 9~x9 are equivalent if

c1‖~x‖ ≤ 9~x9 ≤ c2‖~x‖ for some constant c1, c2 > 0.

It is easy to see that the convergence with respect to ‖~x‖ is equivalent to the con-
vergence with respect to 9~x9. For example, since all Lp-norms are equivalent by
Exercise 6.2, the Lp-convergence in Rn means exactly that each coordinate con-
verges.

In Theorem 6.3.8, we will prove that all norms on Rn (and on finite dimen-
sional vector spaces in general) are equivalent. Therefore the convergence is in fact
independent of the choice of the norm. If certain limit property (say, coordinate
wise convergence) is proved only for the Lp-norm for the moment, then after The-
orem 6.3.8 is established, it will become valid for all norms on finite dimensional
vector spaces.

Example 6.1.1. We wish to prove that, if limk→∞ ~xk = ~a and limk→∞ ~yk = ~b with respect
to a norm ‖ · ‖, then limk→∞(~xk + ~yk) = ~a+~b with respect to the same norm.

We may simply copy the proof of Proposition 1.2.3, changing the absolution value
to the norm. For any ε > 0, there are N1 and N2, such that

k > N1 =⇒ ‖~xk − ~a‖ <
ε

2
,

k > N2 =⇒ ‖~yk −~b‖ <
ε

2
.

Then for k > max{N1, N2}, we have

‖(~xk + ~yk)− (~a+~b)‖ ≤ ‖~xk − ~a‖+ ‖~yk −~b‖ <
ε

2
+
ε

2
= ε.

The first inequality is the triangle inequality.
Alternatively, we may prove the property by considering each coordinates. Let

~xk = (x1k, . . . , xnk), ~yk = (y1k, . . . , ynk), ~a = (a1, . . . , an), ~b = (b1, . . . , bn). Then with

respect to the L∞-norm, the assumptions limk→∞ ~xk = ~a and limk→∞ ~yk = ~b mean that

lim
k→∞

xik = ai, lim
k→∞

yik = bi.

By Proposition 1.2.3 (the arithmetic rule for single variable), this implies

lim
k→∞

(xik + yik) = ai + bi.

Then with respect to the L∞-norm, this means limk→∞(~xk + ~yk) = ~a+~b.
The alternative proof only works for the L∞-norm (and therefore also for the Lp-

norm). After Theorem 6.3.8, we know the the conclusion applies to any norm on Rn.

Exercise 6.10. Prove that if the first norm is equivalent to the second norm, and the second
norm is equivalent to the third norm, then the first norm is equivalent to the third norm.

Exercise 6.11. Prove that if limk→∞ ~xk = ~a with respect to a norm ‖·‖, then limk→∞ ‖~xk‖ =
‖~a‖. Prove the converse is true if ~a = ~0. In particular, convergent sequences of vectors are
bounded (extension of Proposition 1.2.1).
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Exercise 6.12. Prove that if a sequence converges to ~a, then any subsequence also converges
to ~a. This extends Proposition 1.2.2.

Exercise 6.13. Prove that if limk→∞ ~xk = ~a and limk→∞ ~yk = ~b with respect to a norm,
then limk→∞(~xk + ~yk) = ~a+~b with respect to the same norm.

Exercise 6.14. Prove that if limk→∞ ck = c and limk→∞ ~xk = ~a with respect to a norm,
then limk→∞ ck~xk = c~a with respect to the same norm.

Exercise 6.15. Prove that if limk→∞ ~xk = ~a and limk→∞ ~yk = ~b with respect to the Eu-
clidean norm ‖ · ‖2, then limk→∞ ~xk · ~yk = ~a · ~b. Of course the Euclidean norm can be
replaced by any norm after Theorem 6.3.8 is established.

The two proofs in Example 6.1.1 have different meanings. The first copies the
proof for the single variable case (by replacing absolute value | · | with norm ‖ · ‖).
Such proof uses only the three axioms for the norms, and is therefore is valid for
all norms, including norms on infinite dimensional vector spaces. The second proof
uses convergence in individual coordinates, which only means the convergence with
respect to the Lp-norm on Rn (and any norm on finite dimensional vector space
after Theorem 6.3.8 is established). Therefore such proof is not valid for general
norms.

Example 6.1.2. The multivariable Bolzano-Weierstrass Theorem (Theorem 1.5.1) says
that, if a sequence ~xk in Rn is bounded with respect a norm ‖ · ‖, then the sequence
has a converging subsequence (with respect to the same norm).

Consider the L∞-norm on R2. A sequence ~xk = (xk, yk) is L∞-bounded if and
only if both coordinate sequences xk and yk are bounded. By Exercise 1.40, there are
converging subsequences xkp and ykp with the same indices nk. Then ~xkp = (xkp , ykp) is
an L∞-convergent subsequence of ~xk.

Similar idea shows that the Bolzano-Weierstrass Theorem holds for the L∞-norm
on any finite dimensional space Rn. After Theorem 6.3.8 is established, we will know that
the Bolzano-Weierstrass Theorem holds for any norm on any finite dimensional space.

The proof above uses individual coordinates, like the second proof in Example 6.1.1.
In fact, we cannot prove Bolzano-Weierstrass Theorem like the first proof in Example
6.1.1, because the theorem fails for the infinite dimensional space l∞ with the norm ‖ · ‖∞.
Consider the sequence (1(k) means that the k-th coordinate is 1)

~xk = (0, 0, . . . , 0, 0, 1(k), 1, 1, . . . ).

The sequence satisfies ‖~xk‖∞ = 1 and is therefore bounded. On the other hand, for k < l
we always have

‖~xk − ~xl‖∞ = ‖(0, . . . , 0, 1(k+1), . . . , 1(l), 0, 0, . . . )‖∞ = 1.

This implies that any subsequence is not Cauchy and is therefore not convergent (see
Exercise 6.17).

Exercise 6.16. If each coordinate of a sequence in l∞ converges, can you conclude that the
sequence converges with respect to the norm ‖ · ‖∞? What about lp, p ≥ 1?
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Exercise 6.17. Prove the easy direction of the Cauchy criterion: If ~xk converges with respect
to a norm ‖ · ‖, then for any ε > 0, there is N , such that

k, l > N =⇒ ‖~xk − ~xl‖ < ε.

Exercise 6.18. For the L∞-norm, prove that any Cauchy sequence converges. After The-
orem 6.3.8 is established, we will know that the Cauchy criterion holds for any norm on
any finite dimensional space.

Exercise 6.19. Prove that ~a is the limit of a convergent subsequence of ~xk if and only if for
any ε > 0, there are infinitely many ~xk satisfying ‖~xk − ~a‖ < ε. This extends Proposition
1.5.3 to any norm.

Exercise 6.20. Suppose ~xk does not converge to ~a. Prove that there is a subsequence ~xkp ,
such that every subsequence of ~xkp does not converge to ~a.

Because of the lack of order among vectors, Proposition 1.4.4 cannot be ex-
tended directly to vectors, but can still be applied to individual coordinates. For
the same reason, the concept of upper and lower limits cannot be extended.

We can also extend the theory of series to vectors. We can use any norm
in place of the absolute value in the discussion. Once we know the equivalence of
all norms by Theorem 6.3.8, we will then find that the discussion is independent
of the choice of norm. We can formulate the similar Cauchy criterion, which in
particular implies that if

∑
~xk converges, then lim ~xk = ~0. We may also define

the absolute convergence for series of vectors and extend Theorem 5.2.5. In fact,
Theorems 5.2.5 and 5.2.6 on the rearrangements can be unified into the following
remarkable theorem.

Theorem 6.1.3 (Lévy-Steinitz). For any given series, the set of limits of all conver-
gent rearrangements is either empty or a translation of a linear subspace.

For a convergent series of vectors
∑
~xk, we may consider the “directions of

absolute convergence”, which are vectors ~a, such that
∑
~a ·~xk absolutely converges.

Theorems 5.2.5 says that the limit of the series along such directions ~a cannot be
changed by rearrangements. Therefore the limit of the series can only be changed
in directions orthogonal to such ~a. Indeed, if A the collection of all such vectors
~a, then the set of limits is the orthogonal complement A⊥ translated by the vector∑
~xk. The proof of the theorem is out of the scope of this course32.

Example 6.1.3. A series
∑
~xk absolutely converges if

∑
‖~xk‖ converges. We claim that

the absolute convergence implies converges.
The convergence of means that, for any ε > 0, there is N , such that

k ≥ l > N =⇒ ‖~xl‖+ ‖~xl+1‖+ · · ·+ ‖~xk‖ < ε.

32See “The Remarkable Theorem of Lévy and Steinitz” by Peter Rosenthal, American Math
Monthly 94 (1987) 342-351.
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By ‖~xl + ~xl+1 + · · ·+ ~xk‖ ≤ ‖~xl‖+ ‖~xl+1‖+ · · ·+ ‖~xk‖, this gives

k ≥ l > N =⇒ ‖~xl + ~xl+1 + · · ·+ ~xk‖ < ε.

By the Cauchy criterion (see Exercise 6.18), this implies that the series converges. The
proof is the same as the proof of the comparison test (Proposition 5.2.1).

Note the use of Cauchy criterion here. For an infinite dimensional vector space, the
Cauchy criterion may not hold. A norm is complete if the Cauchy criterion holds. After
Theorem 6.3.8 is established, we will know that any finite dimensional normed space is
complete.

Exercise 6.21. Prove the vector version of Dirichlet test (Proposition 5.2.3): Suppose ak
is a monotone sequence of numbers converging to 0. Suppose the partial sum of

∑
~xk is

bounded. Then
∑
ak~xk converges. Can you extend the Abel test in Proposition 5.2.4?

Exercise 6.22. Prove that the sum of absolutely convergent series of vectors is not changed
by rearrangement. See Theorem 5.2.5.

Exercise 6.23. Suppose
∑
ak and

∑
~xk absolutely converge. Prove that

∑
ak~xl absolutely

converges, and
∑
ak~xl = (

∑
ak)(

∑
~xk).

6.2 Multivariable Map
In the study of single variable functions, we often assume the functions are defined
on intervals. For multivariable functions and maps, it is no longer sufficient to
only consider rectangles. In general, the domain of a multivariable map can be any
subset

F (~x) : A ⊂ Rn → Rm.

If m = 1, then the values of the map are real numbers, and F is a multivariable
function. The coordinates of a multivariable map are multivariable functions

F (~x) = (f1(~x), f2(~x), . . . , fm(~x)).

Two maps into the same Euclidean space may be added. A scalar number
can be multiplied to a map into a Euclidean space. If F : A ⊂ Rn → Rm and
G : B ⊂ Rm → Rk are maps such that F (~x) ∈ B for any ~x ∈ A, then we have the
composition (G ◦ F )(~x) = G(F (~x)) : A ⊂ Rn → Rk.

Visualize Multivariable Map

Some special cases of maps can be visualized in various ways. For example, a
multivariable function f on a subset A may be visualized either by the graph
{(~x, f(~x)) : ~x ∈ A} or the levels {~x ∈ A : f(~x) = c}.

A parameterized curve (path) in Rn is a map

φ(t) = (x1(t), x2(t), . . . , xn(t)) : [a, b]→ Rn.
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y

z

x

1

1

2

4

3

9

Figure 6.2.1. Graph and level of x2 + y2.

For example, the straight line passing through ~a and ~b is

φ(t) = (1− t)~a+ t~b = ~a+ t(~b− ~a),

and the unit circle on the plane is

φ(t) = (cos t, sin t) : [0, 2π]→ R2.

Usually we require each coordinate function xi(t) to be continuous. We will see that
this is equivalent to the continuity of the map φ. We say the curve connects φ(a)
to φ(b). A subset A ⊂ Rn is path connected if any two points in A are connected by
a curve in A.

Similar to curves, a map R2 → Rn may be considered as a parameterized
surface. For example, the sphere in R3 may be parameterized by

σ(φ, θ) = (sinφ cos θ, sinφ sin θ, cosφ) : [0, π]× [0, 2π]→ R3, (6.2.1)

and the torus by (a > b > 0)

σ(φ, θ) = ((a+b cosφ) cos θ, (a+b cosφ) sin θ, b sinφ) : [0, 2π]×[0, 2π]→ R3. (6.2.2)

A map Rn → Rn may be considered as a change of variable, or a transform,
or a vector field. For example,

(x, y) = (r cos θ, r sin θ) : [0,+∞)× R→ R2
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is the change of variables between the cartesian coordinate and the polar coordinate.
Moreover,

Rθ(x, y) = (x cos θ − y sin θ, x sin θ + y cos θ) : R2 → R2

transforms the plane by rotation of angle θ, and

~x 7→ ~a+ ~x : Rn → Rn

shifts the whole Euclidean space by ~a.

O

θ
~a

Figure 6.2.2. Rotation and shifting.

A vector field assigns an arrow to a point. For example, the map

F (~x) = ~x : Rn → Rn

is a vector field in the radial direction, while

F (x, y) = (y,−x) : R2 → R2

is a counterclockwise rotating vector field, just like the water flow in the sink.

Figure 6.2.3. Radial and rotational vector fields.

Exercise 6.24. Describe the graph and level of function.
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1. ax+ by.

2. ax+ by + cz.

3. (x2 + y2)2.

4. |x|p + |y|p.
5. xy.

6.
(x− x0)2

a2
+

(y − y0)2

b2
.

7.
x2

a2
+
y2

b2
+
z2

c2
.

8.
x2

a2
+
y2

b2
− z2

c2
.

Exercise 6.25. Describe the maps in suitable ways. The meaning of the sixth map can be
seen through the polar coordinate.

1. F (x) = (cosx, sinx, x).

2. F (x, y) = (x, y, x+ y).

3. F (x, y, z) = (y, z, x).

4. F (x, y, z) = (y,−x, z).

5. F (x, y) = (x2, y2).

6. F (x, y) = (x2 − y2, 2xy).

7. F (~x) = 2~x.

8. F (~x) = ~a− ~x.

Limit

Definition 6.2.1. A multivariable map F : Rn → Rm has limit ~l at ~a with respect
to given norms on Rn and Rm, and denoted lim~x→~a f(~x) = ~l, if for any ε > 0, there
is δ > 0, such that

0 < ‖~x− ~a‖ < δ =⇒ ‖F (~x)−~l‖ < ε.

To emphasize that the map is defined on a subset A, we sometimes denote the
limit by lim~x∈A,~x→~a F (~x) = ~l. If B ⊂ A, then by restricting the definition of the
limit from ~x ∈ A to ~x ∈ B, we find

lim
~x∈A,~x→~a

F (~x) = ~l =⇒ lim
~x∈B,~x→~a

F (~x) = ~l.

In particular, if the restrictions of a map on different subsets give different limits,
then the limit diverges. On the other hand, for a finite union, lim~x∈A1∪···∪Ak,~x→~a F (~x)
converges if and only if all lim~x∈Ai,~x→~a F (~x) converge to the same limit value.

Let fi and li be the coordinates of F and ~l. For the L∞-norm on Rm, it is
easy to see that

lim
~x→~a

F (~x) = ~l ⇐⇒ lim
~x→~a

fi(~x) = li for all i.

Once we prove all norms are equivalent in Theorem 6.3.8, the property also holds
for any norm on Rm.

The limit of multivariable maps and functions has most of the usual properties
enjoyed by single variable functions. The major difference between functions and
maps is that values of functions can be compared, but values of maps cannot be
compared. For example, the following extends the similar Propositions 2.1.7 and
2.3.3 for single variable functions (k is used because m and n are reserved for
dimensions). The same proof applies here.

Proposition 6.2.2. For a map F , lim~x→~a F (~x) = ~l if and only if limn→∞ ~xk = ~a

and ~xk 6= ~a imply limk→∞ F (~xk) = ~l.
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We may also define various variations at ∞ by replacing ‖~x − ~a‖ < δ with
‖~x‖ > N or replacing |f(~x)− l| < ε by |f(~x)| > b.

Example 6.2.1. Consider f(x, y) =
xy(x2 − y2)

x2 + y2
defined for (x, y) 6= (0, 0). By |f(x, y)| ≤

|xy|, we have ‖(x, y)‖∞ < δ =
√
ε implying |f(x, y)| ≤ ε. Therefore limx,y→0 f(x, y) = 0

in the L∞-norm. By the equivalence between the Lp-norms, the limit also holds for other
Lp-norms.

Example 6.2.2. Consider f(x, y) =
xy

x2 + y2
defined for (x, y) 6= (0, 0). We have f(x, cx) =

c

1 + c2
, so that limy=cx, (x,y)→(0,0) f(x, y) =

c

1 + c2
. Since the restriction of the function

to straight lines of different slopes converge to different limits, the function diverges at
(0, 0).

Example 6.2.3. For any angle θ ∈ [0, 2π), we choose a number δθ > 0, and define

f(t cos θ, t sin θ) =

{
0, if |t| < δθ,

1, if |t| ≥ δθ.

We also allow δθ = +∞, for which we have f(t cos θ, t sin θ) = 0 for all t. Then we have
a function on R2, such that the limit at (0, 0) along any straight line is 0. On the other
hand, by choosing

δθ =

{
θ, if θ = 1

n
,

+∞, otherwise,

the corresponding function diverges at (0, 0).

Example 6.2.4. Let f(x, y) =
xpyq

(xm + yn)k
, with p, q,m, n, k > 0. We wish to find out

when limx,y→0+ f(x, y) = 0.
The limit we want is equivalent to the convergence to 0 when restricted to the

following subsets

A = {(x, y) : xm ≤ yn, x > 0, y > 0}, B = {(x, y) : yn ≤ xm, x > 0, y > 0}.

For (x, y) ∈ A, we have yn ≤ xm + yn ≤ 2yn, so that

2−kxpyq−nk =
xpyq

(2yn)k
≤ xpyq

(xm + yn)k
≤ xpyq

(yn)k
= xpyq−nk.

Therefore lim(x,y)∈A, x,y→0+ f(x, y) = 0 if and only if lim(x,y)∈A, x,y→0+ xpyq−nk = 0.
If we further restrict the limit to A ∩ B = {(x, y) : xm = yn, x > 0, y > 0}, then

we get the necessary condition limy→0+(y
n
m )pyq−nk = 0, which means

p

m
+
q

n
> k.

Conversely, we always have 0 ≤ xpyq−nk ≤ (y
n
m )pyq−nk = yn( pm+ q

n
−k) on A. Therefore

lim(x,y)∈A, x,y→0+ xpyq−nk = 0 if and only if
p

m
+
q

n
> k.

By the similar argument, we find lim(x,y)∈B, x,y→0+ f(x, y) = 0 if and only if
p

m
+
q

n
>

k. Thus we conclude that limx,y→0+ f(x, y) = 0 if and only if
p

m
+
q

n
> k.
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Exercise 6.26. Find the condition for limx,y→0+ f(x, y) = 0. Assume all the parameters
are positive.

1. (xp + yq)r log(xm + yn).

2. xp log

(
1

xm
+

1

yn

)
.

3.
xpyq

(xm + yn)k(xm′ + yn′)k′
.

4.
(xp + yq)r

(xm + yn)k
.

Exercise 6.27. Compute the convergent limits. All parameters are positive.

1. lim(x,y)→(1,1)
1

x− y .

2. limx,y,z→0
xyz

x2 + y2 + z2
.

3. lim(x,y)→(0,0)(x− y) sin
1

x2 + y2
.

4. limx,y→∞(x− y) sin
1

x2 + y2
.

5. limx,y→∞
(x2 + y2)p

(x4 + y4)q
.

6. lim0<x<y2,x→0,y→0

xpy

x2 + y2
.

7. limax≤y≤bx, x,y→∞
1

xy
.

8. limx,y→0+(x+ y)xy.

9. limx→∞,y→0

(
1 +

1

x

) x2

x+y

.

10. limx,y→+∞

(
1 +

1

x

) x2

x+y

.

11. limx,y→+∞
x2 + y2

ex+y
.

Exercise 6.28. Show that limx,y→0
xy2

x2 + y4
diverges, although the limit converges to 0 along

any straight line leading to (0, 0).

Exercise 6.29. Extend Example 6.2.3 to higher dimension. For each vector ~v in the unit
sphere S2, choose a number δ~v > 0 and define

f(t~v) =

{
0, if |t| < δ~v,

1, if |t| ≥ δ~v.

1. Find a sequence of vectors ~vn in S2, such that no three vectors lie in the same
2-dimensional plane.

2. Choose δ~vn =
1

n
and δ~v = +∞ otherwise. Prove that the corresponding f(x, y)

diverges at ~0, yet the restriction of the function to any plane converges to 0.

Exercise 6.30. Suppose f(x) and g(x) are defined on the right side of 0. Find the necessary
and sufficient condition for limx,y→0+ f(x)g(y) to converge.

Exercise 6.31. Suppose f(x) and g(y) are defined near 0. Find the necessary and sufficient
condition for limx,y→0 f(x)g(y) to converge.

Exercise 6.32. Suppose R2 has the L∞-norm. Prove that (f, g) : Rn → R2 is continuous if
and only if both functions f and g are continuous.

Exercise 6.33. Prove Proposition 6.2.2.
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Repeated Limit

For multivariable maps, we may first take the limit in some variables and then
take the limit in other variables. In this way, we get repeated limits such as
lim~x→~a lim~y→~b F (~x, ~y). The following result tells us the relation between the re-

peated limits and the usual limit lim(~x,~y)→(~a,~b) F (~x, ~y). The proof is given for the

the norm ‖(~x, ~y)‖ = max{‖~x‖, ‖~y‖}.

Proposition 6.2.3. Suppose F (~x, ~y) is defined near (~a,~b). Suppose

lim
(~x,~y)→(~a,~b)

F (~x, ~y) = ~l,

and
lim
~y→~b

F (~x, ~y) = G(~x) for each ~x near ~a.

Then
lim
~x→~a

lim
~y→~b

F (~x, ~y) = lim
(~x,~y)→(~a,~b)

F (~x, ~y).

Proof. For any ε > 0, there is δ > 0, such that

0 < max{‖~x− ~a‖, ‖~y −~b‖} < δ =⇒ ‖F (~x, ~y)−~l‖ < ε.

Then for each fixed ~x near ~a, taking ~y → ~b in the inequality above gives us

0 < ‖~x− ~a‖ < δ =⇒ ‖G(~x)− l‖ = lim
~y→~b
‖F (~x, ~y)−~l‖ ≤ ε.

This implies that lim~x→~aG(~x) = ~l, and proves the proposition.

Example 6.2.5. For f(x, y) =
xy

x2 + y2
in Example 6.2.2, we have

lim
x→0

f(x, y) = 0 for each y, lim
y→0

f(x, y) = 0 for each x.

Therefore
lim
y→0

lim
x→0

f(x, y) = lim
x→0

lim
y→0

f(x, y) = 0.

However, the usual limit lim(x,y)→(0,0) f(x, y) diverges.

Exercise 6.34. Study limx→0,y→0, limx→0 limy→0 and limy→0 limx→0. Assume p, q, r > 0.

1.
x− y + x2 + y2

x+ y
.

2. x sin
1

x
+ y cos

1

x
.

3.
|x|p|y|q

(x2 + y2)r
.

4.
x2y2

|x|3 + |y|3 .

5. (x+ y) sin
1

x
sin

1

y
.

6.
ex − ey

sinxy
.

Exercise 6.35. Define a concept of the uniform convergence and find the condition for
properties such as lim~x→~a lim~y→~b F (~x, ~y) = lim~y→~b lim~x→~a F (~x, ~y), similar to Theorem
5.4.1.
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Exercise 6.36. For each of three limits lim(~x,~y)→(~a,~b), lim~x→~a lim~y→~b and lim~y→~b lim~x→~a,
construct an example so that the limit converges but the other two limits diverge. More-
over, for each limit, construct an example so that the limit diverges but the other two
converge and are equal.

Continuity

A map F defined on a subset A is continuous at ~a ∈ A if lim~x→~a F (~x) = F (~a). This
means that, for any ε > 0, there is δ > 0, such that

~x ∈ A, ‖~x− ~a‖ < δ =⇒ ‖F (~x)− F (~a)‖ < ε.

The map is uniformly continuous on A if for any ε > 0, there is δ > 0, such that

~x, ~y ∈ A, ‖~x− ~y‖ < δ =⇒ ‖F (~x)− F (~y)‖ < ε.

By Proposition 6.2.2, we know that F is continuous at ~a if and only if the
limit and the function commute

lim
n→∞

~xk = ~a =⇒ lim
n→∞

F (~xk) = F (~a).

The continuity is also equivalent to the continuity of its coordinate functions (ini-
tially for L∞-norm, and eventually for all norms after Theorem 6.3.8). Many prop-
erties of continuous functions can be extended to maps. For example, the sum and
the composition of continuous maps are still continuous. The scalar product of a
continuous function and a continuous map is a continuous map. The dot product
of two continuous maps is a continuous function.

Example 6.2.6. By direct argument, it is easy to see that the product function µ(x, y) =
xy : R2 → R is continuous. Suppose f(~x) and g(~x) are continuous. Then F (~x) =
(f(~x), g(~x)) : Rn → R2 is also continuous because each coordinate function is continu-
ous. Therefore composition (µ ◦F )(~x) = f(~x)g(~x) (which is the product of two functions)
is also continuous.

Exercise 6.37. Prove that any norm is a continuous function with respect to itself. Is the
norm a uniformly continuous function?

Exercise 6.38. Prove that F : Rn → Rm is continuous with respect to the L∞-norm on Rm
if and only if F · ~a is a continuous function for any ~a ∈ Rm.

Exercise 6.39. Prove that if f(x, y) is monotone and continuous in x and is continuous in
y, then f(x, y) is continuous with respect to the L∞-norm.

Exercise 6.40. Find a function f(x, y) that is continuous in x and in y, but is not continuous
at a point (x0, y0) as a two variable function. Moreover, show that the two repeated limits
limx→x0 limy→y0 f(x, y) and limy→y0 limx→x0 f(x, y) of such a function exist and are equal,
yet the whole limit lim(x,y)→(x0,y0) f(x, y) diverges.
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Exercise 6.41. Prove that the addition (~x, ~y) → ~x + ~y : Rn × Rn → Rn and the scalar
multiplication (c, ~x)→ c~x : R× Rn → Rn are continuous.

Exercise 6.42. Prove that if f(~x) and g(~x) are continuous at ~x0, and h(u, v) is continuous
at (f(~x0), g(~x0)) with respect to the L∞-norm on R2, then h(f(~x), g(~x)) is continuous at
~x0.

Exercise 6.43. Prove that the composition of two continuous maps is continuous. Then use
Exercise 6.41 to explain that the sum of two continuous maps is continuous. Moreover,
please give a theoretical explanation to Exercise 6.42.

Exercise 6.44. Study the continuity.

1.


sinxy

x
, if x 6= 0,

0, if x = 0.

2.

{
y if x is rational,

−y, if x is irrational.

Exercise 6.45. Suppose f(x) and g(y) are functions defined near 0. Find the necessary and
sufficient condition for f(x)g(y) to be continuous at (0, 0).

Exercise 6.46. Suppose φ(x) is uniformly continuous. Is f(x, y) = φ(x) uniformly continu-
ous with respect to the L∞-norm?

Exercise 6.47. A map F (~x) is Lipschitz if ‖F (~x)− F (~y)‖ ≤ L‖~x− ~y‖ for some constant L.
Prove that Lipschitz maps are uniformly continuous.

Exercise 6.48. Prove that the sum of uniformly continuous functions is uniformly continu-
ous. What about the product?

Exercise 6.49. Prove that a uniformly continuous map on a bounded subset of Rn is
bounded.

Exercise 6.50. Prove that lim~x→~a F (~x) converges if and only if it converges along any
continuous path leading to ~a.

Exercise 6.51. Suppose f(x) is a continuous function on (a, b). Then

g(x, y) =
f(x)− f(y)

x− y

is a continuous function on (a, b)× (a, b)−∆, where ∆ = {(x, x) : x ∈ R} is the diagonal
in R2.

1. Prove that if lim(x,y)→(c,c), x6=y g(x, y) converges, then f is differentiable at a.

2. Suppose f is differentiable near a. Prove that lim(x,y)→(c,c) g(x, y) converges if and
only if f ′ is continuous at c. In particular, this leads to a counterexample to the
converse of the first part.

3. Prove that g extends to a continuous function on (a, b) × (a, b) if and only if f is
continuously differentiable on (a, b).
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4. Extend the discussion to the limit of

f(x)− f(y)− f ′(y)(x− y)

(x− y)2

at the diagonal.

Intermediate Value Theorem

For single variable functions, the Intermediate Value Theorem says that the contin-
uous image of any interval is again an interval. So the theorem is critically related
to the interval. For multivariable functions, the interval may be replaced by path
connected subset. Recall that a subset A is path connected if for any ~a,~b ∈ A, there
is a continuous map (i.e., a curve) φ : [0, 1]→ A, such that φ(0) = ~a and φ(1) = ~b.

Proposition 6.2.4. Suppose f(~x) is a continuous function on a path connected sub-

set A. Then for any ~a,~b ∈ A and γ between f(~a) and f(~b), there is ~c ∈ A, such that
f(~c) = γ.

Proof. Since A is path connected, there is a continuous curve φ(t) : [0, 1]→ A such

that φ(0) = ~a and φ(1) = ~b. The composition g(t) = f(φ(t)) is then a continuous

function for t ∈ [0, 1]. Since y is between g(0) = f(~a) and g(1) = f(~b), by Theorem
2.5.1, there is t0 ∈ [0, 1], such that g(t0) = γ. The conclusion is the same as
f(~t0) = γ for ~c = φ(t0).

6.3 Compact Subset
We wish to extend properties of continuous single variable functions. For example,
we will establish the following extension of Theorems 2.4.1 and 2.4.2.

Theorem 6.3.1. A continuous function on a compact subset is bounded, uniformly
continuous, and reaches its maximum and minimum.

Needless to say, the compact subset is the higher dimensional version of
bounded and closed intervals. The concept should be defined by certain proper-
ties so that the proofs of Theorems 2.4.1 and 2.4.2 remain valid. The following is
the proof of the boundedness property, paraphrased from the original proof.

Proof. Suppose f is continuous on a compact subset K. If f is not bounded, then
there is a sequence ~xk ∈ K, such that limk→∞ f(~xk) = ∞. Since K is compact,
there is a subsequence ~xkp converging to ~a ∈ K. By the continuity of f(~x) at ~a,
this implies that f(~xkp) converges to (~a). Since this contradicts the assumption
limk→∞ f(~xk) =∞, we conclude that f is actually bounded on K.

Note that the proof is quite formal. It does not refer specifically to the norm,
or even vectors in the Euclidean space. The proof actually makes sense in any
topological space. From the analysis viewpoint, topology is the formal theory based
on the formal notion of limits.
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Compact Subset

By examining the proof above, we get the following definition of compact subsets.

Definition 6.3.2. A subset of a Euclidean space is compact if any sequence in the
subset has a convergent subsequence, and the limit of the subsequence still lies in
the subset.

As remarked after the proof, a suitable generalization (called net, Moore-Smith
sequence, or filter) of the definition is actually the concept of compact subset in any
topological space. Theorem 6.3.1 can be extended to multivariable maps.

Proposition 6.3.3. A continuous map F on a compact subset K is bounded and
uniformly continuous. If F is a function, then it also reaches its maximum and
minimum on K. Moreover, the image subset F (K) = {F (~x) : ~x ∈ K} is also
compact.

A subset A ⊂ Rn is bounded (with respect to a norm) if there is a constant B,
such that ‖~x‖ < B for any ~x ∈ A.

Proof. The proof of the usual properties of F is the same as before. We only prove
the compactness of F (K). A sequence in F (K) is F (~xk), with ~xk ∈ K. Since K is
compact, there is a subsequence ~xkp converging to ~a ∈ K. By the continuity of F
at ~a ∈ K, we have

lim
k→∞

F (~xkp) = F (~a) ∈ F (K).

Therefore the subsequence F (~xkp) of F (~xk) converges to a limit in F (K).

Example 6.3.1. Let A = [a, b] ⊂ R be a bounded and closed interval. Then any sequence
xk ∈ A is bounded. By Bolzano-Weierstrass Theorem (Theorem 1.5.1), there is a converg-
ing subsequence xkp . By a ≤ xkp ≤ b and the order rule, we have a ≤ limxkp ≤ b, which
means limxkp ∈ A.

Example 6.3.2. The sequence k−1 ∈ A = {k−1 : k ∈ N} converges to 0. Therefore any
subsequence k−1

p also converges to 0. This implies that no subsequence converges to a
limit in A, and therefore A is not compact.

If we also include the limit 0, then we expect Ā = A ∪ {0} to be compact. Indeed,
any sequence xk ∈ A is one of two kinds. The first is that infinitely many xk are equal.
This means that there is a constant subsequence xkp ∈ Ā, which converges to xk1 ∈ Ā.
The second is that there are infinitely many different xk. For our specific Ā, this implies
that there is a subsequence xkp = ξ−1

p ∈ A with ξp → ∞. Then limxkp = 0 ∈ Ā. We
conclude that Ā is compact.

Example 6.3.3. Suppose lim ~xk = ~a. Then F (k−1) = ~xk and F (0) = ~a define a map
F : Ā → Rn from the subset in Example 6.3.2. It is easy to verify that F is continuous.
By Theorem 6.3.3, therefore, the image subset F (Ā) is also compact. Note that F (Ā) is
the subset of all ~xk together with ~a.
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Exercise 6.52. With the help of Exercise 1.40, extend the argument in Example 6.3.1 to
prove that any bounded and closed rectangle [a1, b1] × [a2, b2] × · · · × [an, bn] is compact
with respect to the L∞-norm.

Exercise 6.53. Suppose ~xn ∈ A converges to ~a 6∈ A. Prove that A is not compact.

Exercise 6.54. Directly prove that the subset of all ~xn together with ~a in Example 6.3.3 is
a compact subset.

Exercise 6.55. Suppose K is a compact subset. Prove that there are ~a,~b ∈ K, such that
‖~a−~b‖ = max~x,~y∈K ‖~x− ~y‖.

Exercise 6.56. Prove that the union of two compact subsets is compact.

Exercise 6.57. Using the product norm in Exercise 6.4, prove that if K,L are compact,
then K × L is compact. Conversely, if K,L 6= ∅ and K × L is compact, then K,L are
compact.

Exercise 6.58. Prove the uniform continuity of a continuous map on a compact subset.

Exercise 6.59. Prove that a continuous function on a compact subset reaches its maximum
and minimum. What is the meaning of the fact for the compact subset Ā in Example
6.3.2?

Inverse Map

We cannot talk about multivariable monotone maps. Thus the only part of Theorem
2.5.3 that can be extended is the continuity.

Proposition 6.3.4. Suppose F : K ⊂ Rn → Rm is a one-to-one and continuous
map on a compact subset K. Then the inverse map F−1 : F (K) ⊂ Rm → Rn is
also continuous.

Proof. We claim that F−1 is in fact uniformly continuous. Suppose it is not uni-
formly continuous. Then there is ε > 0 and ~ξk = F (~xk), ~ηk = F (~yk) ∈ F (K), such
that

lim
k→∞

‖~ξk − ~ηk‖ = 0, ‖~xk − ~yk‖ = ‖F−1(~ξk)− F−1(~ηk)‖ ≥ ε.

By the compactness of K, we can find kp, such that both limp→∞ ~xkp = ~a and

limp→∞ ~ykp = ~b converge, and both ~a and ~b lie in K. Then by the continuity of F

at ~a and ~b, we have

lim
p→∞

~ξkp = lim
p→∞

F (~xkp) = F (~a), lim
p→∞

~ηkp = lim
p→∞

F (~ykp) = F (~b).

We conclude that ‖F (~a) − F (~b)‖ = limp→∞ ‖~ξkp − ~ηkp‖ = 0, so that F (~a) = F (~b).

Since F is one-to-one, we get ~a = ~b. This contradicts with limp→∞ ~xkp = ~a,

limp→∞ ~ykp = ~b, and ‖~xk − ~yk‖ ≥ ε.
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Closed Subset

The concept of compact subsets is introduced as a high dimensional substitute of
bounded and closed intervals. So we expect the compactness to be closely related
to the high dimensional version of bounded and closed subsets.

By applying Bolzano-Weierstrass Theorem to each coordinate (see Exercise
1.40), we find that any sequence in a bounded subset K has a convergent subse-
quence (with respect to the L∞-norm). For K to be compact, therefore, it remains
to satisfy the following

~xk ∈ K, lim
k→∞

~xk = ~l =⇒ ~l ∈ K.

Definition 6.3.5. A subset of a Euclidean space is closed if the limit of any conver-
gent sequence in the subset still lies in the subset.

Proposition 6.3.6. A subset of the Euclidean space is compact if and only if it is
bounded and closed.

Proof. For the special case of the L∞-norm, we have argued that bounded and
closed subsets are compact. The converse will be proved for any norm.

By Exercise 6.37, the norm is a continuous function. By Proposition 6.3.3,
the norm function is bounded on the compact subset. This means that the compact
subset is bounded.

To prove that a compact subset K is closed, we consider a sequence ~xk ∈ K
converging to ~l, and would like to argue that ~l ∈ K. By compactness, we have a
subsequence ~xkp converging to ~l′ ∈ K. Then limk→∞ ~xk = ~l implies the subsequence

also converges to ~l. By the uniqueness of limit, we get ~l = ~l′ ∈ K.

Proposition 6.3.7. Closed subsets have the following properties.

1. ∅ and Rn are closed.

2. Intersections of closed subsets are closed.

3. Finite unions of closed subsets are closed.

Proof. The first property is trivially true.
Suppose Ci are closed and C = ∩Ci. Suppose ~xk ∈ C and limk→∞ ~xk = ~l.

Then the sequence ~xk lies in each Ci. Because Ci is closed, the limit ~l lies in each
Ci. Therefore ~l ∈ ∩Ci = C.

Suppose C and D are closed. Suppose ~xk ∈ C ∪D and limk→∞ ~xk = ~l. Then
there must be infinitely many ~xk in either C or D. In other words, there is a
subsequence in either C or D. If C contains a subsequence ~xkp , then because C

is closed, we get ~l = limk→∞ ~xk = limp→∞ ~xkp ∈ C. If D contains a subsequence,

then we similarly get ~l ∈ D. Therefore ~l ∈ C ∪D.
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Example 6.3.4. Any closed interval [a, b] is a closed subset of R. The reason is the order
rule. Suppose xk ∈ [a, b] and limxk = l. By a ≤ xk ≤ b and the order rule, we have
a ≤ l ≤ b, which means l ∈ [a, b].

Exercise 6.60. Prove that if two norms are equivalent, then a subset is bounded, compact,
or closed with respect to one norm if and only if it has the same property with respect to
the other norm.

Exercise 6.61. Prove that any closed rectangle [a1, b1] × [a2, b2] × · · · × [an, bn] is a closed
subset of Rn with respect to the L∞-norm.

Exercise 6.62. Prove that both the closed ball B̄(~x, r) = {~x : ‖~x‖ ≤ r} and the sphere
S(~x, r) = {~x : ‖~x‖ = r} are bounded and closed. Moreover, for the L∞-norm, prove that
both B̄(~x, r) and S(~x, r) are compact.

Exercise 6.63. Prove that any closed subset is union of countably many compact subsets.

Exercise 6.64. Using the product norm in Exercise 6.4, prove that if A,B are closed, then
A×B is closed. Conversely, if A,B 6= ∅ and A×B is closed, then A,B are closed.

Exercise 6.65. Suppose K is compact and C is closed. Prove that if C ⊂ K, then C is also
compact.

Exercise 6.66. Suppose ~xk is a sequence with no converging subsequence. Prove that the
subset of all ~xk is closed.

Exercise 6.67. Theorem 6.3.3 tells us the image of a bounded closed subset under a con-
tinuous map is still bounded and closed. Show that the image of a closed subset under a
continuous map is not necessarily closed.

Exercise 6.68. Suppose a map F : Rm → Rn is continuous and C is closed. Prove that the
preimage F−1(C) = {~x : F (~x) ∈ C} is closed.

Exercise 6.69. A collection of subsets Ai is locally finite if for any ~x ∈ Rn, there is ε > 0,
such that Ai ∩ B(~x, ε) = ∅ for all but finitely many Ai. Prove that the union of a locally
finite collection of closed subsets is also closed.

Exercise 6.70. For any subset A of Rn, the closure of A is (compare with the definition of
LIM{xk} in Section 1.5)

Ā =
{

lim
k→∞

~xk : ~xk ∈ A and lim
k→∞

~xk converges
}
.

Prove that the closure is closed (compare with Exercise 1.47).

Exercise 6.71. Prove that the closure Ā is the smallest closed subset containing A, and A
is closed if and only if Ā = A.
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Exercise 6.72. Let ~xk be a sequence. Let

LIM{~xk} = {lim ~xkp : ~xkp converges}.

1. Extend Proposition 1.5.3 to LIM{~xk}, and prove that lim ~xk converges if and only
if LIM{~xk} consists of single point.

2. Let A = {~xk} be the collection of all terms in the sequence. Prove that Ā =
A ∪ LIM{~xk}.

Exercise 6.73. Prove the converse of Exercise 6.68: If a map F : Rm → Rn has the property
that the preimage of any closed subset is closed, then the map is continuous.

Suppose lim ~xk = ~a and limF (~xk) 6= F (~a). First show that we may assume no
subsequence of F (~xk) converges to F (~a). Then apply the property to the closure of the
collection of all the terms F (~xk).

Equivalence of Norms

The following result allows us to freely use any norm in multivariable analysis.

Theorem 6.3.8. All norms on a finite dimensional vector space are equivalent.

Proof. We prove the claim for norms on a Euclidean space. Since linear algebra
tells us that any finite dimensional vector space is isomorphic to a Euclidean space,
the result applies to any finite dimensional vector space.

We compare any norm ‖~x‖ with the L∞-norm ‖~x‖∞. Let ~e1 = (1, 0, . . . , 0),
~e2 = (0, 1, . . . , 0), . . . , ~en = (0, 0, . . . , 1) be the standard basis of Rn. By the
definition of norm, we have

‖~x‖ = ‖x1~e1 + x2~e2 + · · ·+ xn~en‖
≤ |x1|‖~e1‖+ |x2|‖~e2‖+ · · ·+ |xn|‖~en‖
≤ (‖~e1‖+ ‖~e2‖+ · · ·+ ‖~en‖) max{|x1|, |x2|, . . . , |xn|}
= (‖~e1‖+ ‖~e2‖+ · · ·+ ‖~en‖)‖~x‖∞ = c1‖~x‖∞.

It remains to prove that ‖x‖ ≥ c2‖~x‖∞ for some c2 > 0. A special case is

‖~x‖∞ = 1 =⇒ ‖~x‖ ≥ c2.

Conversely, given the special case, we write any vector ~x as ~x = r~u with r = ‖~x‖∞
and ‖~u‖∞ = 1 (see Exercise 6.5). Then we get the general case

‖~x‖ = ‖r~u‖ = r‖~u‖ ≥ rc2 = c2‖~x‖∞.

Therefore it is sufficient to prove the special case.
We interpret the special case as the norm function ‖~x‖ having a positive

minimum on the subset K = {~x : ‖~x‖∞ = 1}. We know that K is bounded and
closed with respect to the L∞-norm, so by Proposition 6.3.6 (fully proved for the
L∞-norm), K is compact with respect to the L∞-norm (see Exercise 6.62). On the
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other hand, the inequality |‖~x‖ − ‖~y‖| ≤ ‖~x − ~y‖ ≤ c1‖~x − ~y‖∞ implies that the
norm function ‖~x‖ is continuous with respect to the L∞-norm. Then by Theorem
6.3.1, the norm ‖~x‖ reaches its minimum on K at some ~a ∈ K. The minimum value
‖~a‖ (to be taken as c2) is positive because

~a ∈ K =⇒ ‖~a‖∞ = 1 =⇒ ~a 6= ~0 =⇒ ‖~a‖ > 0.

6.4 Open Subset

Open Subset

In the analysis of single variable functions, such as differentiability, we often require
functions to be defined at all the points near a given point. For multivariable
functions, the requirement becomes the following concept.

Definition 6.4.1. A subset of a Euclidean space is open if for any point in the subset,
all the points near the point are also in the subset.

Thus a subset U is open if

~a ∈ U =⇒ B(~a, ε) ⊂ U for some ε > 0.

U

~a

U

~a

Figure 6.4.1. Definition of open subset.

Exercise 6.74. Prove that if two norms are equivalent, then a subset is open with respect
to one norm if and only if it is open with respect to the other norm.

Exercise 6.75. Using the product norm in Exercise 6.4, prove that if A,B are open, then
A×B is open. Conversely, if A,B 6= ∅ and A×B is open, then A,B are open.

Exercise 6.76. The characteristic function of a subset A ⊂ Rn is

χA(~x) =

{
1, if ~x ∈ A,
0, if ~x 6∈ A.

Prove that χA is continuous at ~a if and only if some ball around ~a is either contained in
A or is disjoint from A.

Exercise 6.77. For a continuous function f on R, prove that the subset {(x, y) : y < f(x)}
is open. What if f is not continuous?
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Closed subsets are defined by using sequence limit. The following is the inter-
pretation of open subsets by sequence limit.

Proposition 6.4.2. A subset U of Euclidean space is open if and only if for any
sequence ~xk converging to a limit in U , we have ~xk ∈ U for sufficiently large k.

Proof. Suppose U is open and limk→∞ ~xk = ~a ∈ U . Then by the definition of U
open, a ball B(~a, ε) is contained in U . Moreover, by the definition of sequence limit,
we have ‖~xk − ~a‖ < ε for sufficiently large k. Then we get ~xk ∈ B(~a, ε) ⊂ U for
sufficiently large k.

Suppose U is not open. Then there is ~a, such that B(~a, ε) is never contained

in U . By taking ε =
1

k
, we get a sequence ~xk /∈ U satisfying ‖~xk − ~a‖ <

1

k
. The

sequence converges to ~a ∈ U but completely lies outside U . The contradiction
proves the converse.

Now we can use the sequence limit to argue the following property.

Proposition 6.4.3. A subset U of Rn is open if and only if the complement Rn−U
is closed.

Proof. Suppose U be open. To prove that the complement C = Rn − U is closed,
we assume that a sequence ~xk ∈ C converges to ~a and wish to prove ~a ∈ C. If
~a /∈ C, then ~a ∈ U . By ~xk converging to ~a and Proposition 6.4.2, this implies that
~xk ∈ U for sufficiently large k. Since this contradicts to the assumption ~xk ∈ C, we
conclude that ~a ∈ C.

Suppose C is closed. To prove that the complement C = Rn − U is open,
we assume that a sequence ~xk converges to ~a ∈ U and (by Proposition 6.4.2) wish
to prove ~xk ∈ U for sufficiently large k. If our wish is wrong, then there is a
subsequence ~xkp /∈ U . Since ~xk converges to ~a, the subsequence also converges to
~a. Since ~xkp /∈ U means ~xkp ∈ C, by C closed, the limit ~a of the subsequence must
also lie in C. This contradicts to the assumption ~a ∈ U . Therefore we must have
~xk ∈ U for sufficiently large k.

Combining Propositions 6.3.7 and 6.4.3 gives properties of open subsets.

Proposition 6.4.4. Open subsets have the following properties.

1. ∅ and Rn are open.

2. Unions of open subsets are open.

3. Finite intersections of open subsets are open.

The three properties can be used as the axiom of general topology theory.

Exercise 6.78. Prove Proposition 6.4.4 by directly using the definition of open subsets.
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Exercise 6.79. Prove Proposition 6.4.4 by using the sequence limit characterisation of open
subsets in Proposition 6.4.2.

The following describes the relation between open subsets and balls.

Proposition 6.4.5. A subset is open if and only if it is a union of balls. In fact, we
can choose the union to be countable.

Proof. First we prove that any ball B(~a, ε) is open. If ~x ∈ B(~a, ε), then ‖~x−~a‖ < ε.
For δ = ε− ‖~x− ~a‖ > 0, we have B(~x, δ) ⊂ B(~a, ε) by

~y ∈ B(~x, δ) =⇒ ‖~y − ~a‖ ≤ ‖~y − ~x‖+ ‖~x− ~a‖ < δ + ‖~x− ~a‖ = ε.

This proves that B(~a, ε) is open.
Since balls are open, by the second property in Proposition 6.4.4, the unions

of balls are also open. Conversely, suppose U is open, then for any ~a ∈ U , we have
a ball B(~a, ε~a) ⊂ U , where the radius ε~a may depend on the point. Then

U ⊂ ∪~a∈U{~a} ⊂ ∪~a∈UB(~a, ε~a) ⊂ U

shows that U = ∪~a∈UB(~a, ε~a) is a union of balls.
To express U as a union of countably many balls, we use the fact that any

vector has arbitrarily close rational vectors nearby. The fact can be directly verified
for Lp-norms, and the general case will follow from Theorem 6.3.8. For each ~a ∈ U ,
we have B(~a, ε~a) ⊂ U . By choosing smaller ε~a if necessary, we may further assume

that ε~a is rational. Pick a rational vector ~r~a ∈ Qn satisfying d(~r~a,~a) <
ε~a
2

. Then

we have ~a ∈ B
(
~r~a,

ε~a
2

)
⊂ B(~a, ε~a). The same argument as before gives us

U = ∪~a∈UB
(
~r~a,

ε~a
2

)
.

Since the collection of all balls with rational center and rational radius is countable,
the union on the right is actually countable (after deleting the duplicates).

Exercise 6.80. For any subset A ⊂ Rn and ε > 0, prove that the ε-neighborhood

Aε = {~x : ‖~x− ~a‖ < ε for some ~a ∈ A}

is open. Moreover, prove that ∩ε>0A
ε = A if and only if A is closed.

Exercise 6.81. For any subset A ⊂ Rn, prove that the interior of A

Å = {~x : B(~x, ε) ⊂ A for some ε > 0}

is open.

Exercise 6.82. Prove that the interior Å is the biggest open subset contained in A, and
Å = Rn − Rn −A.
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Open Subsets in R
Theorem 6.4.6. Any open subset of R is a disjoint union of countably many open
intervals. Moreover, the decomposition is unique.

Proof. Let U ⊂ R be open. If U = t(ai, bi), then it is easy to see that (ai, bi) are
maximal open intervals in the sense that if (ai, bi) ⊂ (a, b) ⊂ U , then (ai, bi) = (a, b).
This already explains the uniqueness of the decomposition.

Since the union of two intervals sharing a point is still an interval, it is easy to
see that any two maximal open intervals must be either identical or disjoint. The
(disjoint) union of maximal open intervals is contained in U . It remains to show
that any point x ∈ U also lies in a maximal open interval. In fact, this maximal
interval should be

(ax, bx) = ∪{(a, b) : x ∈ (a, b) ⊂ U},
where ax = inf{a : x ∈ (a, b) ⊂ U} and b is the similar supremum. First, the
collection on the right is not empty because U is open. Therefore (ax, bx) is defined.
Moreover, if (ax, bx) ⊂ (a, b) ⊂ U , then x ∈ (a, b), so that (a, b) belongs to the
collection on the right. Therefore (a, b) ⊂ (ax, bx). This proves that (ax, bx) is
maximal.

So we have proved that U = t(ai, bi), where (ai, bi) are all the maximal open
intervals in U . For any m ∈ N and ε > 0, by maximal open intervals being disjoint,
the number of maximal open intervals in U that are contained in (−m,m) and have

length bi − ai ≥
1

n
is ≤ 2mn. Therefore the collection{

(ai, bi) : bi − ai ≥
1

n
, (ai, bi) ⊂ (−m,m)

}
is finite. Since any bounded (ai, bi) is contained in some (−m,m) and satisfies

bi − ai ≥
1

n
for some n ∈ N, we conclude that the countable collection

∪m,n∈N
{

(ai, bi) : bi − ai ≥
1

n
, (ai, bi) ⊂ (−m,m)

}
is all the bounded maximal open intervals in U . The disjoint property implies that
U has at most two unbounded maximal open intervals. Therefore the number of
maximal open intervals in U is still countable.

Heine-Borel Theorem

Theorem 6.4.7. Suppose K is a compact subset. Suppose {Ui} is a collection of
open subsets such that K ⊂ ∪Ui. Then K ⊂ Ui1 ∪ Ui2 ∪ · · · ∪ Uik for finitely many
open subsets in the collection.

The single variable version of the theorem is given by Theorem 1.5.6. For
the L∞-norm, the original proof can be easily adopted to the multivariable ver-
sion. The compact subset K is contained in a bounded rectangle I = [α1, β1] ×
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[α2, β2]× · · ·× [αn, βn]. By replacing each interval [αi, βi] with either

[
αi,

αi + βi
2

]
or

[
αi + βi

2
, βi

]
, the rectangle can be divided into 2n rectangles. If K cannot be

covered by finitely many open subsets from {Ui}, then for one of the 2n rectangles,
denoted I1, the intersection K1 = K ∩ I1 cannot be covered by finitely many open
subsets from {Ui}. The rest of the construction and the argument can proceed as
before.

The property in Theorem 6.4.7 is actually the official definition of compactness
in general topological spaces. Therefore the property should imply our definition of
compactness in terms of the sequence limit.

Exercise 6.83. Suppose K satisfies the property in Theorem 6.4.7. Use the open cover
Uk = B(~0, k) to prove that K is bounded.

Exercise 6.84. Suppose ~xk ∈ K converges to ~a 6∈ K. Use the open cover Uk = Rn −
B̄(~a, k−1) (complements of closed balls around ~l) to prove that K does not have the
property in Theorem 6.4.7.

Exercise 6.85. Prove the converse of Theorem 6.4.7.

Set Theoretical Interpretation of Continuity

Let f : X → Y be a map. Then the image of a subset A ⊂ X is

f(A) = {f(x) : x ∈ A} ⊂ Y,

and the preimage of a subset B ⊂ Y is

f−1(B) = {x ∈ X : f(x) ∈ B} ⊂ X.

It is easy to verify that the following properties.

• A ⊂ f−1(B) ⇐⇒ f(A) ⊂ B.

• f−1(f(A)) ⊂ A, f(f−1(B)) = B ∩ f(X).

• A ⊂ A′ =⇒ f(A) ⊂ f(A′).

• B ⊂ B′ =⇒ f−1(B) ⊂ f−1(B′) and f−1(B′ −B) = f−1(B′)− f−1(B).

• f−1(Y −B) = X − f−1(B).

• f(∪Ai) = ∪f(Ai), f(∩Ai) ⊂ ∩f(Ai).

• f−1(∪Bi) = ∪f−1(Bi), f
−1(∩Bi) = ∩f−1(Bi).

• (g ◦ f)(A) = g(f(A)), (g ◦ f)−1(B) = f−1(g−1(A)).

Proposition 6.4.8. For a map F : Rn → Rm, the following are equivalent.
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1. F is continuous.

2. The preimage F−1(U) of any open U is open.

3. The preimage F−1(B(~b, ε)) of any ball is open.

4. The preimage F−1(C) of any closed C is closed.

If F is defined on a subset A ⊂ Rn, then F−1(B) is open (closed) means that
F−1(B) = A ∩D for a open (closed) subset D ⊂ Rn.

The equivalence between the first and the fourth statements is already proved
in Exercises 6.68 and 6.73, using sequence argument and with the help of Exercises
6.20 and 6.72.

Proof. Suppose F is continuous and U is open. Then for any ~a ∈ F−1(U), we have
F (~a) ∈ U . Since U is open, we have B(F (~a), ε) ⊂ U for some ε > 0. The continuity
of F at ~a means that, for this ε, there is δ > 0, such that

‖~x− ~a‖ < δ =⇒ ‖F (~x)− F (~a)‖ < ε.

The implication is the same as

~x ∈ B(~a, δ) =⇒ F (~x) ∈ B(F (~a), ε).

Since B(F (~a), ε) ⊂ U , this tells us F (B(~a, δ)) ⊂ U , which is the same as B(~a, δ) ⊂
F−1(U). Thus we have shown that

~a ∈ F−1(U) =⇒ B(~a, δ) ⊂ F−1(U) for some δ > 0.

This proves that F−1(U) is open. So the first statement implies the second.
By Proposition 6.4.5, any ball is open. Therefore the third statement is a

special case of the second statement.
Now we prove the third statement implies the first. For any ~a and ε > 0,

the third statement says that F−1(B(F (~a), ε)) is open. On the other hand, F (~a) ∈
B(F (~a), ε) implies ~a ∈ F−1(B(F (~a), ε)). Therefore the openness implies B(~a, δ) ⊂
F−1(B(F (~a), ε)) for some δ > 0. The meaning of the inclusion is exactly

‖~x− ~a‖ < δ =⇒ ‖F (~x)− F (~a)‖ < ε.

This is the first statement.
It remains to show that the second and the fourth statements are equivalent.

This follows from Proposition 6.4.3 and the property F−1(Rm−B) = Rn−F−1(B).
Suppose the second statement is true. Then for any closed B, the complement
Rm −B is open. The second statement tells us that the preimage F−1(Rm −B) is
also open. Then F−1(Rm−B) = Rn−F−1(B) tells us that F−1(B) is closed. The
prove that the fourth statement implies the second is the same.

Exercise 6.86. Prove the following are equivalent for a map F defined on the whole Eu-
clidean space. For the definition of closure, see Exercise 6.70.

1. The map is continuous.

2. F (Ā) ⊂ F (A) for any subset A.

3. F−1(B̄) ⊃ F−1(B) for any subset B.
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6.5 Additional Exercise
Topology in a Subset of Rn

The discussion about the open and closed subsets of Rn can be extended to open and
closed relative to a subset X of Rn.

Exercise 6.87. We say a subset A ⊂ X is closed in X (or with respect to X) if

~xn ∈ A, lim
n→∞

~xn = ~l ∈ X =⇒ ~l ∈ A.

Prove that this happens if and only if A = X ∩ C for a closed subset C of Rn.

Exercise 6.88. We say a subset A ⊂ X is open in X (or with respect to X) if

~x ∈ A =⇒ B(~x, ε) ∩X ⊂ A for some ε > 0.

In other words, for any point in A, all the points of X that are sufficiently near the point
are also in A. Prove that this happens if and only if A = X ∩ U for an open subset U of
Rn.

Exercise 6.89. For A ⊂ X ⊂ Rn, prove that A is open in X if and only if X − A is closed
in X.

Exercise 6.90. Extend Propositions 6.3.7 and 6.4.4 to subsets of X ⊂ Rn.

Repeated Extreme

Exercise 6.91. For a function f(~x, ~y) on A×B. Prove that

inf
~y∈B

sup
~x∈A

f(~x, ~y) ≥ sup
~x∈A

inf
~y∈B

f(~x, ~y) ≥ inf
~x∈A

inf
~y∈B

f(~x, ~y) = inf
~x∈A,~y∈B

f(~x, ~y).

Exercise 6.92. For any a ≥ b1 ≥ c1 ≥ d and a ≥ b2 ≥ c2 ≥ d, can you construct a function
f(x, y) on [0, 1]× [0, 1] such that

sup
~x∈A,~y∈B

f = a, inf
~y∈B

sup
~x∈A

f = b1, inf
~x∈A

sup
~y∈B

f = b2,

inf
~x∈A,~y∈B

f = d, sup
~x∈A

inf
~y∈B

f = c1, sup
~y∈B

inf
~x∈A

f = c2.

Exercise 6.93. Suppose f(x, y) is a function on [0, 1] × [0, 1]. Prove that if f(x, y) is in-
creasing in x, then infy∈[0,1] supx∈[0,1] f(x, y) = supx∈[0,1] infy∈[0,1] f(x, y). Can the interval
[0, 1] be changed to (0, 1)?

Exercise 6.94. Extend the discussion to three or more repeated extrema. For example, can
you give a simple criterion for comparing two strings of repeated extrema?

Homogeneous and Weighted Homogeneous Function

A function f(~x) is homogeneous of degree p if f(c~x) = cpf(~x) for any c > 0. More generally,
a function is weighted homogeneous if

cf(x1, x2, . . . , xn) = f(cq1x1, c
q2x2, . . . , c

qnxn).
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The later part of the proof of Theorem 6.3.8 makes use of the fact that any norm is a
homogeneous function of degree 1 (also see Exercise 6.97).

Exercise 6.95. Prove that two homogeneous functions of the same degree are equal away
from ~0 if and only if their restrictions on the unit sphere Sn−1 are equal.

Exercise 6.96. Prove that a homogeneous function is bigger than another homogeneous
function of the same degree away from ~0 if and only if the inequality holds on Sn−1.

Exercise 6.97. Suppose f(~x) is a continuous homogeneous function of degree p satisfying
f(~x) > 0 for ~x 6= ~0. Prove that there is c > 0, such that f(~x) ≥ c‖~x‖p for any ~x.

Exercise 6.98. Prove that a homogeneous function is continuous away from ~0 if and only if
its restriction on Sn−1 is continuous. Then find the condition for a homogeneous function
to be continuous at ~0.

Continuous Map and Function on Compact Set

Exercise 6.99. Suppose F (~x, ~y) is a continuous map on A ×K ⊂ Rm × Rn. Prove that if
K is compact, then for any ~a ∈ A and ε > 0, there is δ > 0, such that ~x ∈ A, ~y ∈ K, and
‖~x− ~a‖ < δ imply ‖F (~x, ~y)− F (~a, ~y)‖ < ε.

Exercise 6.100. Suppose f(~x, ~y) is a continuous function on A × K. Prove that if K is
compact, then g(~x) = max~y∈K f(~x, ~y) is a continuous function on A.

Exercise 6.101. Suppose f(~x, y) is a continuous function on A × [0, 1]. Prove that g(~x) =∫ 1

0

f(~x, y)dy is a continuous function on A.

Continuity in Coordinates

A function f(~x, ~y) is continuous in ~x if lim~x→~a f(~x, ~y) = f(~a, ~y). It is uniformly continuous
in ~x if the limit is uniform in ~y: For any ε > 0, there is δ > 0, such that ‖~x − ~x′‖ < δ
implies ‖F (~x, ~y)− F (~x′, ~y)‖ ≤ ε for any ~y.

Exercise 6.102. Prove that if f(~x, ~y) is continuous, then f(~x, ~y) is continuous in ~x. More-
over, show that the function

f(x, y) =


xy

x2 + y2
, if (x, y) 6= (0, 0),

0, if (x, y) = (0, 0),

is continuous in both x and y, but is not a continuous function.

Exercise 6.103. Prove that if f(~x, ~y) is continuous in ~x and is uniformly continuous in ~y,
then f(~x, ~y) is continuous.

Exercise 6.104. Suppose f(~x, y) is continuous in ~x and in y. Prove that if f(~x, y) is mono-
tone in y, then f(~x, y) is continuous.
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7.1 Linear Transform
A vector space is a set in which addition ~v + ~w and scalar multiplication c~v are
defined and satisfy the usual properties. A map L : V → W between vector spaces
is a linear transform if it preserves the two operations

L(~x+ ~y) = L(~x) + L(~y), L(c~x) = cL(~x).

This implies that the linear combinations are also preserved

L(c1~x1 + c2~x2 + · · ·+ ck~xk) = c1L(~x1) + c2L(~x2) + · · ·+ ckL(~xk).

An isomorphism of vector spaces is an invertible linear transform.

Exercise 7.1. Suppose K,L : V → W are linear transforms and c is a number. Prove that
the maps (K + L)(~x) = K(~x) + L(~x) and (cL)(~x) = c(L(~x)) are linear transforms.

Exercise 7.2. Suppose L : U → V and K : V → W are linear transforms. Prove that the
composition K ◦ L : U →W is a linear transform.

Exercise 7.3. Suppose L : V → W is a continuous map satisfying L(~x+ ~y) = L(~x) + L(~y).
Prove that the maps L is a linear transform.

Vector space is the natural generalization of the Euclidean space Rn. In fact,
a vector space will always be finite dimensional in this book, and any finite dimen-
sional vector space is isomorphic to a Euclidean space.

The linear functions used in the differentiation of single variable functions
will become maps of the form ~a + L(∆~x) in the differentiation of multivariable
functions. We will call such maps linear maps (more properly named affine maps)
to distinguish from linear transforms (for which ~a = ~0).

Matrix of Linear Transform

An ordered collection of vectors α = {~v1, ~v2, . . . , ~vn} is a basis of V if any vector
has unique expression

~x = x1~v1 + x2~v2 + · · ·+ xn~vn.

The coefficient xi is the i-th coordinate of ~x with respect to the basis. Suppose α
and β = {~w1, ~w2, . . . , ~wm} are ordered basis of V and W . Then a linear transform
L : V →W is determined by its values on the basis vectors

L(~v1) = a11 ~w1 + a21 ~w2 + · · ·+ am1 ~wm,

L(~v2) = a12 ~w1 + a22 ~w2 + · · ·+ am2 ~wm,

...

L(~vn) = a1n ~w1 + a2n ~w2 + · · ·+ amn ~wm.
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The matrix of L with respect to the (ordered) bases α and β is the transpose of the
coefficients (also see Exercise 7.4)

Lβα =


a11 a12 · · · a1n

a21 a22 · · · a2n

...
...

...
am1 am2 · · · amn

 .

The relation between a linear transform and its matrix can be expressed as

Lα = L(~v1 ~v2 · · · ~vn) = (~w1 ~w2 · · · ~wm)Lβα = βLβα.

Here the left means applying L to each vector, and the right means the “matrix
product” with ~wi viewed as columns.

The standard basis ε = {~e1, ~e2, . . . , ~en} for the Euclidean space Rn is given by

~e1 = (1, 0, . . . , 0), ~e2 = (0, 1, . . . , 0), . . . , ~en = (0, 0, . . . , 1).

The standard matrix for a linear transform L : Rn → Rm is (the two ε may be
different)

Lεε = (L(~e1) L(~e2) · · · L(~en)).

Here the vectors L(~e1) ∈ Rm are written vertically and become the columns of the
matrix. We may define the addition, scalar multiplication, and product of matrices
as corresponding to the addition, scalar multiplication, and composition of linear
transforms between Euclidean spaces.

Exercise 7.4. Suppose L : V → W is a linear transform. Suppose α and β are bases of V
and W , and

~x = x1~v1 + x2~v2 + · · ·+ xn~vn, L(~x) = y1 ~w1 + y2 ~w2 + · · ·+ yn ~wn.

Prove that 
y1

y2

...
ym

 =


a11 a12 · · · a1n

a21 a22 · · · a2n

...
...

...
am1 am2 · · · amn



x1

x2

...
xn

 ,

where the matrix is the matrix Lβα of the linear transform.

Exercise 7.5. Suppose K,L : V → W are linear transforms and c is a number. For the
linear transforms K + L and cK in Exercise 7.1, show that (K + L)βα = Kβα + Lβα,
(cK)βα = cKβα.

Exercise 7.6. Suppose L : U → V and K : V → W are linear transforms. For the linear
transform K ◦ L in Exercise 7.2, show that (K ◦ L)γα = KγβLβα.

Exercise 7.7. Suppose L : V →W is an invertible linear transform. Prove that L−1 : W →
V is also a linear transform, and (L−1)αβ = (Lβα)−1.
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Exercise 7.8. Prove that the sum and scalar multiplication of linear transforms from V to
W defined in Exercise 7.5 make the collection Hom(V,W ) of all linear transforms from V
to W into a vector space. Then prove the following.

1. Prove that (c1K1 + c2K2) ◦L = c1K1 ◦L+ c2K2 ◦L. Then explain that for a linear
transform L : U → V , the map

◦L : Hom(V,W )→ Hom(U,W ).

is a linear transform.

2. For a linear transform K : V →W , prove that the map

K◦ : Hom(U, V )→ Hom(U,W ).

is a linear transform.

Exercise 7.9. Prove that a linear transform L is injective if and only if K ◦L = I for some
linear transform K. Moreover, L is surjective if and only if L ◦ K = I for some linear
transform K.

Change of Basis

Let α and β be two bases of V . We can express the first basis in terms of the second
bases

~v1 = p11 ~w1 + p21 ~w2 + · · ·+ pn1 ~wn,

~v2 = p12 ~w1 + p22 ~w2 + · · ·+ pn2 ~wn,

...

~vn = p1n ~w1 + p2n ~w2 + · · ·+ pnn ~wn.

By viewing the left side as the identity linear transform applied to the first basis,
the coefficient matrix

Iβα =


p11 p12 · · · p1n

p21 p22 · · · p2n

...
...

...
pn1 pn2 · · · pnn


is the matrix of the identity transform I : V → V with respect to the bases α (of
first V ) and β (of second V ). This is the usual matrix for changing the basis from
α to β. The matrix is also characterized by

α = βIβα.

Suppose L : V → W is a linear transform. Suppose α, α′ are bases of V , and
β, β′ are bases of W . Then we have

Lα′ = LαIαα′ = βLβαIαα′ = β′Iβ′βLβαIαα′ .

This gives the change of basis formula

Lβ′α′ = Iβ′βLβαIαα′ .
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Exercise 7.10. A linear transform L : V → V from a vector space to itself is an endomor-
phism. We usually take α = β in this case and say that Lαα is the matrix of L with respect
to α. Prove that the matrices A and B of an endomorphism L : V → V with respect to
different bases of V are similar in the sense that B = PAP−1 for an invertible P .

Dual Space

A linear functional on a vector space V is a numerical valued linear transform
l : V → R. Since the addition and scalar multiplication of linear functionals are
still linear (see Exercises 7.5 and 7.8), all the linear functionals on V form a vector
space V ∗, called the dual space of V . A linear transform L : V → W induces the
dual transform in the opposite direction by simply sending l ∈W ∗ to l ◦ L ∈ V ∗

L∗ : V ∗ ←W ∗, L∗(l)(~x) = l(L(~x)).

Given a basis α = {~v1, ~v2, . . . , ~vn} of V , we may construct a dual basis α∗ =
{~v ∗1 , ~v ∗2 , . . . , ~v ∗n} of V ∗ by taking ~v ∗i to be the i-th coordinate with respect to the
basis α

~x = x1~v1 + x2~v2 + · · ·+ xn~vn 7→ ~v ∗i (~x) = xi.

In other words, the dual basis is characterized by

~x = ~v ∗1 (~x)~v1 + ~v ∗2 (~x)~v2 + · · ·+ ~v ∗n (~x)~vn.

Moreover, α∗ is indeed a basis of V ∗ because any linear functional l has unique
linear expression

l = a1~v
∗
1 + a2~v

∗
2 + · · ·+ an~v

∗
n , ai = l(~vi),

or

l = l(~v1)~v ∗1 + l(~v2)~v ∗2 + · · ·+ l(~vn)~v ∗n .

Proposition 7.1.1. Suppose V is a finite dimensional vector space. Then

~x 7→ ~x∗∗, ~x∗∗(l) = l(~x)

is an isomorphism V ∼= (V ∗)∗.

Proof. The following shows that ~x∗∗ is indeed a linear functional on V ∗ and therefore
belongs to the double dual (V ∗)∗

~x∗∗(c1l1 + c2l2) = (c1l1 + c2l2)(~x) = c1l1(~x) + c2l2(~x) = c1~x
∗∗(l1) + c2~x

∗∗(l2).

The following shows that ~x∗∗ is linear

(c1~x1 + c2~x2)∗∗(l) = l(c1~x1 + c2~x2) = c1l(~x1) + c2l(~x2)

= c1~x
∗∗
1 (l) + c2~x

∗∗
2 (l) = (c1~x

∗∗
1 + c2~x

∗∗
2 )(l).
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The following shows that ~x 7→ ~x∗∗ is injective

~x∗∗ = 0 =⇒ l(~x) = ~x∗∗(l) = 0 for all l ∈ V ∗ =⇒ ~x = ~0.

In the second implication, if ~x 6= ~0, then we can expand ~x to a basis and then
construct a linear functional l such that l(~x) 6= 0.

Finally, the discussion about dual basis tells us that V ∗ and V have the same
dimension. Then (V ∗)∗ and V ∗ also have the same dimension. Therefore (V ∗)∗

and V have the same dimension. The injective linear transform ~x 7→ ~x∗∗ between
vector spaces of the same dimension must be an isomorphism.

Exercise 7.11. Prove that (V ⊕W )∗ = V ∗ ⊕W ∗.

Exercise 7.12. Prove that the dual transform L∗ is linear. This is a special case of the
second part of Exercise 7.8.

Exercise 7.13. Prove that (K + L)∗ = K∗ + L∗, (cL)∗ = cL∗, (K ◦ L)∗ = L∗ ◦K∗.

Exercise 7.14. Prove that (L∗)∗ corresponds to L under the isomorphism given by Propo-
sition 7.1.1.

Exercise 7.15. Prove that L is injective if and only if L∗ is surjective, and L is surjective if
and only if L∗ is injective.

Exercise 7.16. Prove that (L∗)α∗β∗ = (Lβα)T . This means that if A is the matrix of L
with respect to some bases, then AT is the matrix of L∗ with respect to the dual bases.
We also note the special case Iα∗β∗ = (Iβα)T for the base change matrix.

Norm of Linear Transform

Given a linear transform L : Rn → Rm and a norm on Rm, we have

‖L(~x)‖ ≤ |x1|‖~a1‖+ |x2|‖~a2‖+ · · ·+ |xn|‖~an‖
≤ (‖~a1‖+ ‖~a2‖+ · · ·+ ‖~an‖)‖~x‖∞.

By isomorphisms between general vector spaces and Euclidean spaces, and by the
equivalence of norms (Theorem 6.3.8), for any linear transform L : V → W of
normed vector spaces, we can find λ, such that ‖L(~x)‖ ≤ λ‖~x‖. Then by

‖L(c~x)‖
‖c~x‖

=
‖cL(~x)‖
‖c~x‖

=
|c|‖L(~x)‖
|c|‖~x‖

=
‖L(~x)‖
‖~x‖

,

the smallest such λ is

‖L‖ = inf

{
λ : λ ≥ ‖L(~x)‖

‖~x‖
for all ~x

}
= sup

{
‖L(~x)‖
‖~x‖

: all ~x ∈ V
}

= sup{‖L(~x)‖ : ‖~x‖ = 1}.
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The number ‖L‖ is the norm of the linear transform with respect to the given
norms. The inequality

‖L(~x)− L(~y)‖ = ‖L(~x− ~y)‖ ≤ ‖L‖‖~x− ~y‖

also implies that linear transforms from finitely dimensional vector spaces are con-
tinuous.

Proposition 7.1.2. The norm of linear transform satisfies the three axioms for the
norm. Moreover, the norm of composition satisfies ‖K ◦ L‖ ≤ ‖K‖‖L‖.

By Exercise 7.8, the collection Hom(V,W ) of all linear transforms from V to
W is a vector space. The proposition shows that the norm of linear transforms is
indeed a norm of this vector space.

Proof. By the definition, we have ‖L‖ ≥ 0. If ‖L‖ = 0, then ‖L(~x)‖ = 0 for any ~x.
By the positivity of norm, we get L(~x) = ~0 for any ~x. In other words, L is the zero
transform. This verifies the positivity of ‖L‖.

By the definition of the norm of linear transform, we have

‖K(~x) + L(~x)‖ ≤ ‖K(~x)‖+ ‖L(~x)‖ ≤ ‖K‖‖~x‖+ ‖L‖‖~x‖ ≤ (‖K‖+ ‖L‖)‖~x‖,
‖(cL)(~x)‖ = ‖cL(~x)‖ = |c|‖L(~x)‖ ≤ |c|‖L‖‖~x‖,

‖(K ◦ L)(~x)‖ = ‖K(L(~x))‖ ≤ ‖K‖‖L(~x)‖ ≤ ‖K‖‖L‖‖~x‖.

This gives ‖K + L‖ ≤ ‖K‖+ ‖L‖, ‖cL‖ = |c|‖L‖ and ‖K ◦ L‖ ≤ ‖K‖‖L‖.

Example 7.1.1. We want to find the norm of a linear functional l(~x) = ~a ·~x : Rn → R with
respect to the Euclidean norm on Rn and the absolute value on R. Schwarz’s inequality
tells us |l(~x)| ≤ ‖~a‖2‖~x‖2. On the other hand, by ~a · ~a = ‖~a‖22, the equality holds if we
take ~x = ~a. Therefore the norm of the linear functional is ‖l‖ = ‖~a‖2.

Example 7.1.2. By using matrices, the collection of all the linear transforms from Rn to
Rm is identified with the Euclidean space Rmn. On the space Rmn, however, the preferred
norm is the norm of linear transform.

A 2 × 2 matrix with coefficients (a, b, c, d) ∈ R4 gives a linear transform L(x, y) =
(ax+ by, cx+ dy) of R2 to itself. With respect to the L∞-norm of R2, we have

‖L(x, y)‖∞ = max{|ax+ by|, |cx+ dy|}
≤ max{|a|+ |b|, |c|+ |d|}max{|x|, |y|} = max{|a|+ |b|, |c|+ |d|}‖(x, y)‖∞.

Moreover, the equality is satisfied for x = ±1 and y = ±1 for suitable choice of the signs.
Therefore ‖L‖ = max{|a|+ |b|, |c|+ |d|}. We have

1

2
‖(a, b, c, d)‖1 ≤ ‖L‖ ≤ ‖(a, b, c, d)‖1.

Example 7.1.3. The linear transforms from a vector space V to itself form a vector space
End(V ) = Hom(V, V ). For a norm on V , we have the norm of linear transform on End(V )
with respect to the norm on V . The square map F (L) = L2 : End(V ) → End(V ) is
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basically taking the square of square matrices. If H ∈ End(V ) satisfies ‖H‖ < ε, then by
Proposition 7.1.2, we have

‖(L+H)2 − L2‖ = ‖LH +HL+H2‖ ≤ ‖LH‖+ ‖HL‖+ ‖H2‖

≤ ‖L‖‖H‖+ ‖H‖‖L‖+ ‖H‖2 < 2ε‖L‖+ ε2.

It is then easy to deduce the continuity of the square map.

Exercise 7.17. Extend Examples 7.1.1 and 7.1.2 to linear functionals on an inner product
space.

Exercise 7.18. Find the norm of a linear transform L : Rn → Rm, where Rn has the Eu-
clidean norm and Rm has the L∞-norm.

Exercise 7.19. Extend Example 7.1.2 to linear transforms on other Euclidean spaces and
other norms.

Exercise 7.20. Suppose U, V,W are normed vector spaces. Prove that the linear transforms
◦L and K◦ in Exercise 7.8 satisfy ‖ ◦ L‖ ≤ ‖L‖ and ‖K ◦ ‖ ≤ ‖K‖.

Exercise 7.21. Consider the normed vector space End(V ) in Example 7.1.3. Let GL(V ) ⊂
End(V ) be the subset of invertible linear transforms.

1. Suppose ‖L‖ < 1. Prove that
∑∞
n=0 L

n = I+L+L2 + · · · converges in End(V ) and
is the inverse of I − L.

2. Suppose L is invertible and ‖K −L‖ < 1

‖L−1‖ . By taking I −KL−1 to be L in the

first part, prove that K is also invertible.

3. In the second part, further prove that

‖K−1‖ ≤ ‖L−1‖
1− ‖L−K‖‖L−1‖ , ‖K−1 − L−1‖ ≤ ‖K − L‖‖L−1‖2

1− ‖K − L‖‖L−1‖ .

4. Prove that GL(V ) is an open subset of End(V ), and the inverse L 7→ L−1 is a
continuous map on GL(V ).

Exercise 7.22. Prove that the supremum in the definition of the norm of linear transform
is in fact the maximum. In other words, the supremum is reached at some vector of unit
length.

Exercise 7.23. Prove that with respect to the norm of linear transform, the addition, scalar
multiplication and composition of linear transforms are continuous maps.

7.2 Bilinear Map
Let U, V,W be vector spaces. A map B : V ×W → U is bilinear if it is linear in
both vector variables

B(~x+ ~x ′, ~y) = B(~x, ~y) +B(~x ′, ~y), B(c~x, ~y) = cB(~x, ~y),

B(~x, ~y + ~y ′) = B(~x, ~y) +B(~x, ~y ′), B(~x, c~y) = cB(~x, ~y).
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The scalar product and dot product (and more generally inner product)

c~x : R× V → V, ~x · ~y : Rn × Rn → R

are bilinear maps. The 3-dimensional cross product

(x1, x2, x3)× (y1, y2, y3) = (x2y3 − x3y2, x3y1 − x1y3, x1y2 − x2y1) : R3 × R3 → R3

and the matrix product (or composition of linear transforms)

AB : Rmn × Rnk → Rmk

are also bilinear. Therefore bilinear maps can be considered as generalized products.
The addition and scalar multiplication of bilinear maps are still bilinear. More-

over, if B is bilinear and K and L are linear, then B(K(~x), L(~y)) and L(B(~x, ~y))
are bilinear.

Let α = {~v1, ~v2, . . . , ~vn} and β = {~w1, ~w2, . . . , ~wm} be bases of V and W . Let
xi and yj be the coordinates of ~x ∈ V and ~y ∈W with respect to the bases. Then

B(~x, ~y) = B

∑
i

xi~vi,
∑
j

yj ~wj

 =
∑
i,j

xiyj~bij , ~bij = B(~vi, ~wj).

If U, V,W are Euclidean spaces, and α and β are the standard bases, then

‖B(~x, ~y)‖ ≤
∑
i,j

|xi||yj |‖~bij‖ ≤

∑
i,j

‖~bij‖

 ‖~x‖∞‖~y‖∞.
For finite dimensional normed vector spaces U , V and W , by isomorphisms between
general vector spaces and Euclidean spaces, and by the equivalence of norms, we
get ‖B(~x, ~y)‖ ≤ λ‖~x‖‖~y‖ for a constant λ. This implies that the bilinear map is
continuous, and we may define the smallest such λ as the norm of the bilinear map

‖B‖ = inf{λ : ‖B(~x, ~y)‖ ≤ λ‖~x‖‖~y‖ for all ~x, ~y}
= sup{‖B(~x, ~y)‖ : ‖~x‖ = ‖~y‖ = 1}.

Exercise 7.24. Prove that any bilinear map from finite dimensional vector spaces is contin-
uous.

Exercise 7.25. Find the norms of the scalar product and dot product with respect to the
Euclidean norm.

Exercise 7.26. Prove that the norm of bilinear map satisfies the three axioms for the norm.

Exercise 7.27. How is the norm of the bilinear map B(K(~x), L(~y)) related to the norms of
the bilinear map B and linear transforms K and L?
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Bilinear Function

A bilinear function is a numerical valued bilinear map b : V ×W → R. Given bases
α and β of V and W , the bilinear function is

b(~x, ~y) =
∑
i,j

bijxiyj , bij = b(~vi, ~wj).

This gives a one-to-one correspondence between bilinear functions and matrices
Bαβ = (bij).

A bilinear function induces two linear transforms

V →W ∗ : ~x 7→ b(~x, ·), W → V ∗ : ~y 7→ b(·, ~y). (7.2.1)

Exercise 7.29 shows that the two linear transforms determine each other. Con-
versely, a linear transform L : V → W ∗ gives a bilinear form b(~x, ~y) = L(~x)(~y).
Here L(~x) is a linear functional on W and is applied to a vector ~y in W . Therefore
bilinear functions on V ×W may also be identified with Hom(V,W ∗).

Exercise 7.28. How is the matrix Bαβ of a bilinear function changed if the bases are
changed?

Exercise 7.29. Prove that the two linear transforms (7.2.1) are dual to each other, after
applying Proposition 7.1.1.

Exercise 7.30. Let α and β be bases of V and W . Let α∗ and β∗ be dual bases of V ∗ and
W ∗. Prove that the matrix of the induced linear transform V → W ∗ with respect to the
bases α and β∗ is Bαβ . What is the matrix of the induced linear transform W → V ∗ with
respect to the bases β and α∗?

Exercise 7.31. Prove that bilinear functions b on Rm×Rn are in one-to-one correspondence
with linear transforms L : Rm → Rn by

b(~x, ~y) = L(~x) · ~y.

1. What is the relation between the matrix of L and the matrix of b with respect to
the standard bases?

2. Prove that the norms of b and L with respect to the Euclidean norms are equal. In
other words, we have

‖L‖ = sup
‖~x‖=‖~y‖=1

L(~x) · ~y.

3. Extend the discussion to bilinear functions on inner product spaces.

Dual Pairing

A bilinear function is a dual pairing if both induced linear transforms (7.2.1) are
injective. The injections imply

dimV ≤ dimW ∗ = dimW, dimW ≤ dimV ∗ = dimV,
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so that dimV = dimW , and both linear transforms are isomorphisms. Therefore
a dual pairing identifies W with the dual space V ∗ and identifies V with the dual
space W ∗. In particular, for a basis α = {~v1, ~v2, . . . , ~vn} of V , we may define the
dual basis β = {~w1, ~w2, . . . , ~wn} of W with respect to the dual pairing b as the basis
corresponding to the dual basis α∗ of V ∗ under the isomorphism W ∼= V ∗. This
means that the dual basis is characterized by

b(~vi, ~wj) = δij .

This implies the expression of any ~v ∈ V in terms of α

~v = b(~v, ~w1)~v1 + b(~v, ~w2)~v2 + · · ·+ b(~v, ~wn)~vn, (7.2.2)

and the similar expression of vectors in W in terms of β.

Proposition 7.2.1. Suppose b : V ×W → R is a dual pairing. Then lim~vn = ~v in
V if and only if lim b(~vn, ~w) = b(~v, ~w) for all ~w ∈ W , and lim ~wn = ~w in W if and
only if lim b(~v, ~wn) = b(~v, ~w) for all ~v ∈ V .

Proof. Since bilinear forms are continuous, we get lim~vn = ~v implying lim b(~vn, ~w) =
b(~v, ~w) for all ~w ∈ W . Conversely, if lim b(~vn, ~w) = b(~v, ~w) for all ~w ∈ W , then
lim b(~vn, ~wi) = b(~v, ~wi) for i = 1, 2, . . . , n, and it further follows from (7.2.2) that
lim~vn = ~v.

Example 7.2.1. The evaluation pairing is

〈~x, l〉 = l(~x) : V × V ∗ → R.

The first isomorphism in (7.2.1) is the isomorphism in Proposition 7.1.1. The second
isomorphism is the identity on V ∗. The dual basis of a basis α of V are the coordinates
(as linear functionals) with respect to α.

Example 7.2.2. An inner product 〈·, ·〉 : V × V → R is a dual pairing. The induced
isomorphism

V ∼= V ∗ : ~x 7→ 〈·, ~x〉,

makes V into a self-dual vector space. For the dot product on Rn, the self-dual isomorphism
is

Rn ∼= (Rn)∗ : (a1, a2, . . . , an) 7→ l(x1, x2, . . . , xn) = a1x1 + a2x2 + · · ·+ anxn.

More generally, a non-singular bilinear function b : V × V → R induces two isomor-
phisms V ∼= V ∗, making V into a self-dual vector space in possibly two ways. The two
ways are the same if and only if b(~x, ~y) = b(~y, ~x), or the bilinear function is symmetric. If
a symmetric bilinear function further has a self-dual basis α = {~v1, ~v2, . . . , ~vn} in the sense
that

b(~vi, ~vj) = δij ,

then the isomorphism V ∼= Rn induced by α identifies b with the usual dot product on Rn.
Therefore a symmetric bilinear function with a self-dual basis is exactly an inner product.
Moreover, self-dual bases with respect to the inner product are exactly orthonormal bases.
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Exercise 7.32. Suppose b : V ×W → R is a bilinear function. Let

V0 = {~v : b(~v, ~w) = 0 for all ~w ∈W},
W0 = {~w : b(~v, ~w) = 0 for all ~v ∈ V }.

Prove that b induces a dual pairing b̄ : V̄ × W̄ → R between the quotient spaces V̄ = V/V0

and W̄ = W/W0.

Exercise 7.33. Suppose L : V →W is a linear transform of inner product spaces. Then we
may combine the dual transform L∗ : W ∗ → V ∗ with the isomorphisms in Example 7.2.2
to get the adjoint transform L∗ : W → V with respect to the inner products (we still use
the same notation as the dual transform).

1. Prove that L∗ is the unique linear transform satisfying 〈L(~x), ~y〉 = 〈~x, L∗(~y)〉.

2. Directly verify that the adjoint satisfies the properties in Exercise 7.13.

3. For orthonormal bases α and β of V and W , prove that (L∗)αβ = (Lβα)T .

4. Prove that ‖L∗‖ = ‖L‖ with respect to the norms induced by the inner products.

Exercise 7.34. Suppose bi is a dual pairing between Vi and Wi, i = 1, 2. Prove that
b(~x1 + ~x2, ~y1 + ~y2) = b1(~x1, ~y1) + b2(~x2, ~y2) is a dual pairing between the direct sums
V1 ⊕ V2 and W1 ⊕W2.

Exercise 7.35. Formulate the version of Proposition 7.2.1 for limt→0 ~vt.

Skew-symmetry and Cross Product

A bilinear form is a bilinear function on V × V , or both variables are in the same
vector space V . The bilinear form is symmetric if b(~x, ~y) = b(~y, ~x), and is skew-
symmetric if b(~x, ~y) = −b(~y, ~x). Any bilinear form is the unique sum of a symmetric
form and a skew-symmetric form

b(~x, ~y) = s(~x, ~y) + a(~x, ~y),

where

s(~x, ~y) =
1

2
(b(~x, ~y) + b(~y, ~x)), a(~x, ~y) =

1

2
(b(~x, ~y)− b(~y, ~x)).

Exercise 7.36. Prove that a bilinear form is skew-symmetric if and only if b(~x, ~x) = 0 for
any ~x.

A bilinear form on Rn is

b(~x, ~y) =
∑

bijxiyj ,

where Bεε = (bij) is the matrix of the bilinear form with respect to the standard
basis ε. The form is symmetric if and only if bji = bij . The form is skew-symmetric
if and only if bji = −bij .
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A skew-symmetric bilinear form on R2 is

b(~x, ~y) = b12x1y2 + b21x2y1 = b12x1y2 − b12x2y1 = b12 det

(
x1 y1

x2 y2

)
.

A skew-symmetric bilinear form on R3 is

b(~x, ~y) = b12x1y2 + b21x2y1 + b13x1y3 + b31x3y1 + b23x2y3 + b23x3y2

= b12(x1y2 − x2y1) + b31(x3y1 − x1y3) + b23(x2y3 − x3y2)

= b23 det

(
x2 y2

x3 y3

)
+ b31 det

(
x3 y3

x1 y1

)
+ b12 det

(
x1 y1

x2 y2

)
= ~b · (~x× ~y).

In general, a skew-symmetric bilinear form on Rn is

b(~x, ~y) =
∑
i 6=j

bijxiyj =
∑
i<j

bij(xiyj − xjyi) =
∑
i<j

bij det

(
xi yi
xj yj

)
. (7.2.3)

Motivated by the formula on R3, we wish to interpret this as a dot product between
vectors

~b = (bij)i<j , ~x× ~y =

(
det

(
xi yi
xj yj

))
i<j

.

However, the two vectors lie in a new Euclidean space R
n(n−1)

2 . Here
n(n− 1)

2
is

the number of choices of (i, j) satisfying 1 ≤ i < j ≤ n, and is equal to n if and
only if n = 3. Therefore the n-dimensional cross product

~x× ~y : Rn × Rn → R
n(n−1)

2

should be an external operation, in the sense that the result of the operation lies out
of the original vector space. Moreover, the cross products ~ei ×~ej , 1 ≤ i < j ≤ n, of
the standard basis vectors of Rn form a standard (orthonormal) basis of the space

R
n(n−1)

2 , making R
n(n−1)

2 into an inner product space. Then the skew-symmetric
bilinear form b(~x, ~y) is the inner product between the vectors

~b =
∑
i<j

bij~ei × ~ej , ~x× ~y =
∑
i<j

det

(
xi yi
xj yj

)
~ei × ~ej .

The general cross product ~x× ~y is still bilinear and satisfies ~x× ~y = −~y × ~x.
This implies ~x× ~x = ~0 and

(x1
~b1 + x2

~b2)× (y1
~b1 + y2

~b2)

= x1y1
~b1 ×~b1 + x1y2

~b1 ×~b2 + x2y1
~b2 ×~b1 + x2y2

~b2 ×~b2

= x1y2
~b1 ×~b2 − x2y1

~b1 ×~b2 = det

(
x1 y1

x2 y2

)
~b1 ×~b2. (7.2.4)
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In R3, the cross product ~x × ~y is a vector orthogonal to ~x and ~y, with the
direction determined by the right hand rule from ~x to ~y. Moreover, the Euclidean
norm of ~x× ~y is given by the area of the parallelogram spanned by the two vectors

‖~x× ~y‖2 = ‖~x‖2‖~y‖2| sin θ|,

where θ is the angle between the two vectors. In Rn, however, we cannot compare
the directions of ~x×~y and ~x, ~y because they lie in different vector spaces. However,
the length of the cross product is still the area of the parallelogram spanned by the
two vectors

Area(~x, ~y) =
√

(~x · ~x)(~y · ~y)− (~x · ~y)2 =

√∑
i,j

x2
i y

2
j −

∑
i,j

xiyixjyj

=

√∑
i<j

(x2
i y

2
j + x2

jy
2
i − 2xiyixjyj) =

√∑
i<j

(xiyj − xjyi)2

= ‖~x× ~y‖2. (7.2.5)

In R2, the cross product ~x×~y ∈ R is the determinant of the matrix formed by
the two vectors. The Euclidean norm of the cross product is |det(~x ~y)|, which is the
area of the parallelogram spanned by ~x and ~y . A linear transform L(~x) = x1~a1 +
x2~a2 : R2 → Rn takes the parallelogram spanned by ~x, ~y ∈ R2 to the parallelogram
spanned by L(~x), L(~y) ∈ Rn. By (7.2.4), we have

Area(L(~x), L(~y)) = |det(~x ~y)|‖~a1 × ~a2‖2 = ‖~a1 × ~a2‖2Area(~x, ~y).

Exercise 7.37 (Archimedes33). Find the area of the region A bounded by x = 0, y = 4, and
y = x2 in the following way.

1. Show that the area of the triangle with vertices (a, a2), (a + h, (a + h)2) and (a +
2h, (a+ 2h)2) is |h|3.

2. Let Pn be the polygon bounded by the line connecting (0, 0) to (0, 4), the line
connecting (0, 4) to (2, 4), and the line segments connecting points on the parabola

y = x2 with x = 0,
1

2n−1
,

2

2n−1
, . . . ,

2n

2n−1
.

3. Prove that the area of the polygon Pn − Pn−1 is
1

4n−1
.

4. Prove that the area of the region A is
∑∞
n=0

1

4n−1
=

16

3
.

Symmetry and Quadratic Form

A quadratic form on Rn is obtained by taking two vectors in a bilinear form to be
the same

q(~x) = b(~x, ~x) =
∑
i,j

bijxixj = B~x · ~x.

33Archimedes of Syracuse, born 287 BC and died 212 BC.
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Since skew-symmetric bilinear forms induce the zero quadratic form (see Exercise
7.36), we may assume that B is a symmetric matrix (i.e., b is symmetric). Then
quadratic forms are in one-to-one correspondence with symmetric matrices

q(x1, x2, . . . , xn)

=
∑

1≤i≤n

biix
2
i + 2

∑
1≤i<j≤n

bijxixj

= b11x
2
1 + b22x

2
2 + · · ·+ bnnx

2
n + 2b12x1x2 + 2b13x1x3 + · · ·+ 2b(n−1)nxn−1xn.

Exercise 7.38. Prove that a symmetric bilinear form can be recovered from the correspond-
ing quadratic form by

b(~x, ~y) =
1

4
(q(~x+ ~y)− q(~x− ~y)) =

1

2
(q(~x+ ~y)− q(~x)− q(~y)).

Exercise 7.39. Prove that a quadratic form is homogeneous of second order

q(c~x) = c2q(~x),

and satisfies the parellelogram law

q(~x+ ~y) + q(~x− ~y) = 2q(~x) + 2q(~y).

Exercise 7.40. Suppose a function q satisfies the parellelogram law in Exercise 7.39. Define
a function b(~x, ~y) by the formula in Exercise 7.38.

1. Prove that q(~0) = 0, q(−~x) = q(~x).

2. Prove that b is symmetric.

3. Prove that b satisfies b(~x+ ~y, ~z) + b(~x− ~y, ~z) = 2b(~x, ~z).

4. Suppose f(~x) is a function satisfying f(~0) = 0 and f(~x + ~y) + f(~x − ~y) = 2f(~x).
Prove that f is additive: f(~x+ ~y) = f(~x) + f(~y).

5. Prove that if q is continuous, then b is a bilinear form.

A quadratic form is positive definite if q(~x) > 0 for any ~x 6= 0. It is negative
definite if q(~x) < 0 for any ~x 6= 0. If equalities are allowed, then we get positive semi-
definite or negative semi-definite forms. The final possibility is indefinite quadratic
forms, for which the value can be positive as well as negative.

A quadratic form consists of the square terms biix
2
i and the cross terms bijxixj ,

i 6= j. A quadratic form without cross terms is q(~x) = b11x
2
1 + b22x

2
2 + · · ·+ bnnx

2
n,

which is positive definite if and only if all bii > 0, negative definite if and only if
all bii < 0, and indefinite if and only if some bii > 0 and some bjj < 0. For a
general quadratic form, we can first eliminate the cross terms by the technique of
completing the square and then determine the nature of the quadratic form.

Example 7.2.3. For q(x, y, z) = x2 + 13y2 + 14z2 + 6xy + 2xz + 18yz, we gather together
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all the terms involving x and complete the square

q = x2 + 6xy + 2xz + 13y2 + 14z2 + 18yz

= [x2 + 2x(3y + z) + (3y + z)2] + 13y2 + 14z2 + 18yz − (3y + z)2

= (x+ 3y + z)2 + 4y2 + 13z2 + 12yz.

The remaining terms involve only y and z. Gathering all the terms involving y and
completing the square, we get

4y2 + 13z2 + 12yz = (2y + 3z)2 + 4z2.

Thus q = (x+ 3y + z)2 + (2y + 3z)2 + (2z)2 = u2 + v2 + w2 and is positive definite.

Example 7.2.4. The cross terms in the quadratic form q = 4x2
1 + 19x2

2 − 4x2
4 − 4x1x2 +

4x1x3 − 8x1x4 + 10x2x3 + 16x2x4 + 12x3x4 can be eliminated as follows.

q = 4[x2
1 − x1x2 + x1x3 − 2x1x4] + 19x2

2 − 4x2
4 + 10x2x3 + 16x2x4 + 12x3x4

= 4

[
x2

1 + 2x1

(
−1

2
x2 +

1

2
x3 − x4

)
+

(
−1

2
x2 +

1

2
x3 − x4

)2
]

+ 19x2
2 − 4x2

4 + 10x2x3 + 16x2x4 + 12x3x4 − 4

(
−1

2
x2 +

1

2
x3 − x4

)2

= 4

(
x1 −

1

2
x2 +

1

2
x3 − x4

)2

+ 18

[
x2

2 +
2

3
x2x3 +

2

3
x2x4

]
− x2

3 − 8x2
4 + 16x3x4

= (2x1 − x2 + x3 − 2x4)2 + 18

[
x2

2 + 2x2

(
1

3
x3 +

1

3
x4

)
+

(
1

3
x3 +

1

3
x4

)2
]

− x2
3 − 8x2

4 + 16x3x4 − 18

(
1

3
x3 +

1

3
x4

)2

= (2x1 − x2 + x3 − 2x4)2 + 18

(
x2 +

1

3
x3 +

1

3
x4

)2

− 3(x2
3 − 4x3x4)− 10x2

4

= (2x1 − x2 + x3 − 2x4)2 + 2(3x2 + x3 + x4)2

− 3[x2
3 + 2x3(−2x4) + (−2x4)2]− 10x2

4 + 3(−2x4)2

= (2x1 − x2 + x3 − 2x4)2 + 2(3x2 + x3 + x4)2 − 3(x3 − 2x4)2 + 2x2
4

= y2
1 + 2y2

2 − 3y3
3 + 2y2

4 .

The quadratic form is indefinite.

Example 7.2.5. The quadratic form q = 4xy + y2 has no x2 term. We may complete the
square by using the y2 term and get q = (y + 2x)2 − 4x2 = u2 − 4v2, which is indefinite.

The quadratic form q = xy + yz has no square term. We may eliminate the cross
terms by introducing x = x1 + y1, y = x1 − y1, so that q = x2

1 − y2
1 + x1z − y1z. Then we

complete the square and get q =

(
x1 −

1

2
z

)2

−
(
y1 +

1

2
z

)2

=
1

4
(x+y−z)2− 1

4
(x−y+z)2.

The quadratic form is also indefinite.

Exercise 7.41. Eliminate the cross terms and determine the nature of quadratic forms.
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1. x2 + 4xy − 5y2.

2. 2x2 + 4xy.

3. 4x2
1 + 4x1x2 + 5x2

2.

4. x2 + 2y2 + z2 + 2xy − 2xz.

5. −2u2 − v2 − 6w2 − 4uw + 2vw.

6. x2
1 + x2

3 + 2x1x2 + 2x1x3 + 2x1x4 + 2x3x4.

Exercise 7.42. Eliminate the cross terms in the quadratic form x2 + 2y2 + z2 + 2xy − 2xz
by first completing a square for terms involving z, then completing for terms involving y.

Exercise 7.43. Prove that if a quadratic form is positive definite, then the coefficients of all
the square terms must be positive.

Exercise 7.44. Prove that if a quadratic form q(~x) is positive definite, then there is λ > 0,
such that q(~x) ≥ λ‖~x‖2 for any ~x.

Consider a quadratic form q(~x) = B~x ·~x, where B is a symmetric matrix. The
principal minors of B are the determinants of the square submatrices formed by
the entries in the first k rows and first k columns of B

d1 = b11, d2 = det

(
b11 b12

b21 b22

)
, d3 = det

b11 b12 b13

b21 b22 b23

b31 b32 b33

 , . . . , dn = detB.

If d1 6= 0, then eliminating all the cross terms involving x1 gives

q(~x) = b11

(
x2

1 + 2x1
1

b11
(b12x2 + · · ·+ b1nxn) +

1

b211

(b12x2 + · · ·+ b1nxn)2

)
+ b22x

2
2 + · · ·+ bnnx

2
n + 2b23x2x3 + 2b24x2x4 + · · ·+ 2b(n−1)nxn−1xn

− 1

b11
(b12x2 + · · ·+ b1nxn)2

= d1

(
x1 +

b12

d1
x2 + · · ·+ b1n

d1
xn

)2

+ q2(~x2),

where q2 is a quadratic form of the truncated vector ~x2 = (x2, x3, . . . , xn). The
coefficient matrix B2 for q2 is obtained as follows. For each 2 ≤ i ≤ n, adding

− b1i
b11

multiple of the first column of B to the i-th column makes the i-th term in

the first row to become zero. Then we get a matrix

(
d1

~0
∗ B2

)
. Since the column

operation does not change the determinant of the matrix (and all the principal

minors), the principal minors d
(2)
1 , d

(2)
2 , . . . , d

(2)
n−1 of B2 are related to the principal

minors d
(1)
1 = d1, d

(1)
2 = d2, . . . , d

(1)
n = dn of B1 by d

(1)
k+1 = d1d

(2)
k .
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The discussion sets up an inductive argument. Assume d1, d2, . . . , dk are all
nonzero. Then we may complete the squares in k steps and obtain

q(~x) = d
(1)
1 (x1 + c12x2 + · · ·+ c1nxn)2 + d

(2)
1 (x2 + c23x3 + · · ·+ c2nxn)2

+ · · ·+ d
(k)
1 (xk + ck(k+1)xk+1 + · · ·+ cknxn)2 + qk+1(~xk+1),

with

d
(i)
1 =

d
(i−1)
2

d
(i−1)
1

=
d

(i−2)
3

d
(i−2)
2

= · · · = d
(1)
i

d
(1)
i−1

=
di
di−1

,

and the coefficient of x2
k+1 in qk+1 is d

(k+1)
1 =

dk+1

dk
.

Thus we have shown that if d1, d2, . . . , dn are all nonzero, then there is an
“upper triangular” change of variables

y1 = x1 +c12x2 +c13x3 + · · · +c1nxn,
y2 = x2 +c23x3 + · · · +c2nxn,

...
yn = xn,

such that q = d1y
2
1+

d2

d1
y2

2+· · ·+ dn
dn−1

y2
n. Consequently, we get Sylvester’s criterion.

1. If d1 > 0, d2 > 0, . . . , dn > 0, then q(~x) is positive definite.

2. If −d1 > 0, d2 > 0, . . . , (−1)ndn > 0, then q(~x) is negative definite.

3. If d1 > 0, d2 > 0, . . . , dk > 0, dk+1 < 0, or −d1 > 0, d2 > 0, . . . , (−1)kdk > 0,
(−1)k+1dk+1 < 0, then q(~x) is indefinite.

7.3 Multilinear Map
A map F (~x1, ~x2, . . . , ~xk) : V1×V2×· · ·×Vk →W is multilinear if it is linear in each
of its k vector variables. For example, if B1(~x, ~y) and B2(~u,~v) are bilinear, then
B1(~x,B2(~u,~v)) is a trilinear map in ~x, ~u, ~v. The addition, scalar multiplication and
composition of multilinear maps of matching types are still multilinear. If W = R,
then we call F a multilinear function. If W = R and all Vi = V , then we call F a
multilinear form.

Give bases αi = {~vi1, ~vi2, . . . , ~vini} of Vi, a multilinear map is

F =
∑

i1,i2,...,ik

x1i1x2i2 · · ·xkik~ai1i2···ik , ~ai1i2···ik = F (~v1i1 , ~v2i2 , . . . , ~vkik).

Conversely, any such expression is a multilinear map. This means that a multilinear
map can be defined by specifying its values at basis vectors. This also means that
two multilinear maps are equal if and only if they have the same values at basis
vectors.
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Using the standard bases of Euclidean spaces, a multilinear map on Euclidean
spaces satisfies

‖F (~x1, ~x2, . . . , ~xk)‖ ≤

 ∑
i1,i2,...,ik

‖~ai1i2···ik‖

 ‖~x1‖∞‖~x2‖∞ · · · ‖~xk‖∞.

This implies that, for normed vector spaces Vi and W , we have

‖F (~x1, ~x2, . . . , ~xk)‖ ≤ λ‖~x1‖‖~x2‖ . . . ‖~xk‖

for some constant λ. The smallest such λ as the norm of the multilinear map

‖F‖ = inf{λ : ‖F (~x1, ~x2, . . . , ~xk)‖ ≤ λ‖~x1‖‖~x2‖ · · · ‖~xk‖ for all ~x1, ~x2, . . . , ~xk}
= sup{‖F (~x1, ~x2, . . . , ~xk)‖ : ‖~x1‖ = ‖~x2‖ = · · · = ‖~xk‖ = 1}.

Exercise 7.45. Prove that any multilinear map from finite dimensional vector spaces is
continuous.

Exercise 7.46. Prove that the norm of multilinear map satisfies the three conditions for
norm.

Exercise 7.47. Study the norm of compositions such as the trilinear map B1(~x,B2(~u,~v)).

High Order Form and Polynomial

A k-form is obtained by taking all vectors in a multilinear form f of k vectors to
be the same

φ(~x) = f(~x, ~x, . . . , ~x).

Similar to quadratic forms (which are 2-forms), without loss of generality, we may
assume that f is symmetric

f(~x1, . . . , ~xi, . . . , ~xj , . . . , ~xk) = f(~x1, . . . , ~xj , . . . , ~xi, . . . , ~xk).

Then we have a one-to-one correspondence between k-forms and symmetric multi-
linear forms of k vectors.

Given a basis α of V , the k-form is

φ(~x) =
∑

i1,i2,...,ik

ai1i2···ikxi1xi2 · · ·xik ,

where we may further assume that the coefficient ai1i2···ik = f(~vi1 , ~vi2 , . . . , ~vik) is
symmetric. Then the coefficient depends only on the number ki of indices i∗ = i,
and we can write

ai1i2···ikxi1xi2 · · ·xik = ak1k2···knxk11 x
k2
2 · · ·xknn .
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For example, in the collection {2, 4, 4}, 1, 2, 3, 4 appears respectively k1 = 0, k2 =
1, k3 = 0, k4 = 2 times, so that

a244x2x4x4 = a424x4x2x4 = a442x4x4x2 = a0102x0
1x

1
2x

0
3x

2
4.

For a quadratic form, this rephrasement leads to aiixixi = aiix
2
i and aijxixj +

ajixjxi = 2aijxixj . For a k-form, we get

φ(~x) =
∑

k1+k2+···+kn=k
ki≥0

k!

k1!k2! · · · kn!
ak1k2···knxk11 x

k2
2 · · ·xknn .

Here
k!

k1!k2! · · · kn!
is the number of ways that k1 copies of 1, k2 copies of 2, . . . , kn

copies of n, can be arranged into ordered sequences i1, i2, . . . , ik. For the case of
k = 2, k1 = k2 = 1, this number is the scalar 2 for the cross terms in the quadratic
form.

Since k-forms satisfy φ(c~x) = ckφ(~x), they are homogeneous functions of order
k, and are the multivariable analogue of the monomial xk for single variable poly-
nomials. Therefore a multivariable polynomial of order k is a linear combination of
j-forms with j ≤ k

p(~x) = φ0(~x) + φ1(~x) + φ2(~x) + · · ·+ φk(~x)

=
∑

k1+k2+···+kn≤k
ki≥0

bk1k2···knxk11 x
k2
2 · · ·xknn .

More generally, a polynomial map P : V →W is

P (~x) = Φ0(~x) + Φ1(~x) + Φ2(~x) + · · ·+ Φk(~x),

where
Φl(~x) = Fl(~x, ~x, . . . , ~x),

and Fl : V × V × · · · × V → W is a multilinear map of l vectors. Without loss of
generality, we may always assume that Fl is symmetric

Fl(~x1, . . . , ~xi, . . . , ~xj , . . . , ~xl) = Fl(~x1, . . . , ~xj , . . . , ~xi, . . . , ~xl),

and get a one-to-one correspondence between Φl and symmetric Fl.

Alternating Multilinear Map

A multilinear map F on V ×V ×· · ·×V is alternating if switching any two variables
changes the sign

F (~x1, . . . , ~xi, . . . , ~xj , . . . , ~xk) = −F (~x1, . . . , ~xj , . . . , ~xi, . . . , ~xk).

The property is equivalent to (see Exercise 7.37)

F (~x1, . . . , ~y, . . . , ~y, . . . , ~xk) = 0. (7.3.1)
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Given a basis α of V , the alternating multilinear map is

F (~x1, ~x2, . . . , ~xk) =
∑

i1,i2,...,ik

x1i1x2i2 · · ·xkik~ai1i2···ik ,

where the coefficient ~ai1i2···ik = F (~vi1 , ~vi2 , . . . , ~vik) changes sign when two indices
are exchanged. In particular, if k > n, then at least two indices in i1, i2, . . . , ik must
be the same, and the coefficient vector is zero by (7.3.1). Therefore the alternating
multilinear map vanishes when k > n = dimV .

For k ≤ n = dimV , we have

F (~vi1 , ~vi2 , . . . , ~vik) = ±F (~vj1 , ~vj2 , . . . , ~vjk),

where j1 < j2 < · · · < jk is the rearrangement of i1, i2, . . . , ik in increasing order,
and the sign ± is the parity of the number of pair exchanges needed to recover
(j1, j2, . . . , jn) from (i1, i2, . . . , in). This gives

F (~x1, ~x2, . . . , ~xk) =
∑

i1,i2,...,ik

x1i1x2i2 · · ·xkikF (~vi1 , ~vi2 , . . . , ~vik)

=
∑

j1<j2<···<jk

 ∑
i∗ rearrange j∗

±x1i1x2i2 · · ·xkik

F (~vj1 , ~vj2 , . . . , ~vjk)

=
∑

j1<j2<···<jk

det


x1j1 x2j1 · · · xkj1
x1j2 x2j2 · · · xkj2

...
...

...
x1jk x2jk · · · xkjk

F (~vj1 , ~vj2 , . . . , ~vjk).

(7.3.2)

For k = n = dimV , this shows that any multilinear alternating map of n vectors in
n-dimensional space is a constant multiple of the determinant

F (~x1, ~x2, . . . , ~xn) = det


x11 x21 · · · xn1

x12 x22 · · · xn2

...
...

...
x1n x2n · · · xnn

~a, ~a = F (~v1, ~v2, . . . , ~vn).

(7.3.3)
For k = 2 and V = Rn, the formula (7.3.2) is the same as the cross product
calculation in (7.2.3). Therefore (7.3.2) leads to a generalized cross product ~x1 ×
~x2 × · · · × ~xk of k vectors in Rn, with the value lying in a vector space with

~ei1 × ~ei2 × · · · × ~eik , 1 ≤ i1 < i2 < · · · < ik ≤ n

and a standard orthonormal basis. The dimension of the vector space is the number
n!

k!(n− k)!
of ways of choosing k unordered distinct numbers between 1 and n.

Exercise 7.48. Prove detAB = detAdetB by showing that both sides are multilinear
alternating functions of the column vectors of B.
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Exterior Algebra

The standard mathematical language for the generalized cross product of many
vectors is the wedge product, in which × is replaced with ∧. Let α = {~v1, ~v2, . . . , ~vn}
be a basis of V . For any subset I ⊂ [n] = {1, 2, . . . , n}, we arrange the indices in I
in increasing order

I = {i1, i2, . . . , ik}, 1 ≤ i1 < i2 < · · · < ik ≤ n,

and introduce the symbol

~v∧I = ~vi1 ∧ ~vi2 ∧ · · · ∧ ~vik .

Define the k-th exterior power ΛkV = ⊕|I|=kR~v∧I of V to be the vector space with
the collection of symbols {~v∧I : |I| = k} as a basis. We have

Λ0V = R, Λ1V = V, ΛnV = R~v∧[n], ΛkV = 0 for k > n.

We also denote the basis of the top exterior power ΛnV by ∧α = ~v∧[n].
If the (ordered) indices (i1, i2, . . . , in) are not increasing, then we may change

to the increasing indices (j1, j2, . . . , jn) by a number of pair exchanges. We define

~vi1 ∧ ~vi2 ∧ · · · ∧ ~vik = ±~vj1 ∧ ~vj2 ∧ · · · ∧ ~vjk , (7.3.4)

where the sign is positive if the number of pair exchanges is even and is negative if
the number of pair exchanges is odd.

The exterior algebra of V is

ΛV = Λ0V ⊕ Λ1V ⊕ Λ2V ⊕ · · · ⊕ ΛnV,

and has basis
α∧ = {~v∧I : I ⊂ [n]}.

It is an algebra because, in addition to the obvious vector space structure, we may
define the wedge product

∧ : ΛkV × ΛlV → Λk+lV, ΛV × ΛV → ΛV,

to be the bilinear map that extends the obvious product of the basis vectors

~v∧I ∧ ~v∧J = (~vi1 ∧ · · · ∧ ~vik) ∧ (~vj1 ∧ · · · ∧ ~vjl)

=

{
~vi1 ∧ · · · ∧ ~vik ∧ ~vj1 ∧ · · · ∧ ~vjl , if I ∩ J = ∅,
~0, if I ∩ J 6= ∅.

(7.3.5)

Here the definition (7.3.4) may be further used when (i1, . . . , ik, j1, . . . , jl) is not in
the increasing order.

The bilinear property in the definition of the wedge product means that the
product is distributive

(c1~λ1 + c2~λ2) ∧ ~µ = c1~λ1 ∧ ~µ+ c2~λ2 ∧ ~µ,
~λ ∧ (c1~µ1 + c2~µ2) = c1~λ ∧ ~µ1 + c2~λ ∧ ~µ2.
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The wedge product is also associative

(~λ ∧ ~µ) ∧ ~ν = ~λ ∧ (~µ ∧ ~ν),

and graded commutative

~λ ∧ ~µ = (−1)kl~µ ∧ ~λ for ~λ ∈ ΛkV, ~µ ∈ ΛlV.

To prove the graded commutative property, we note that both sides are bilinear for
vectors in ΛkV and ΛlV . Therefore the equality holds if and only if it holds on the
basis vectors. This reduces the proof to the equality ~v∧I ∧ ~v∧J = (−1)kl~v∧J ∧ ~v∧I ,
which follows from the definition (7.3.4). Similarly, the associative property can be
proved by showing that the values of both rides (which are triple linear maps) are
equal on basis vectors. The exterior algebra can be generated from the unit 1 and
the vectors in V by the wedge product.

Exercise 7.49. What are the dimensions of ΛkV and ΛV .

Exercise 7.50. Prove the associativity of the wedge product.

Exercise 7.51. Explain that the multiple wedge product map

~x1 ∧ ~x2 ∧ · · · ∧ ~xk : V × V × · · · × V → ΛkV

is multilinear and alternating. Then deduce the formula of the product map in terms of
the coordinates with respect to a basis

~x1 ∧ ~x2 ∧ · · · ∧ ~xk =
∑

i1<i2<···<ik

det


x1i1 x2i1 · · · xki1
x1i2 x2i2 · · · xki2

...
...

...
x1ik x2ik · · · xkik

~vi1 ∧ ~vi2 ∧ · · · ∧ ~vik .

Exercise 7.52. Apply Exercise 7.51 to Rn with the standard basis.

1. Prove that the wedge product of n vectors in Rn is essentially the determinant

~x1 ∧ ~x2 ∧ · · · ∧ ~xn = det(~x1 ~x2 · · · ~xn)~e∧[n].

2. Apply Exercise 7.51 to ~x2 ∧ · · · ∧ ~xn and explain that the equality in the first part
is the cofactor expansion of determinant.

3. Apply Exercise 7.51 to ~x1 ∧ · · · ∧ ~xk, ~xk+1 ∧ · · · ∧ ~xn, and get a generalization of the
cofactor expansion.

4. By dividing ~x1 ∧ ~x2 ∧ · · · ∧ ~xn into three or more parts, get further generalization of
the cofactor expansion.

Linear Transform of Exterior Alegbra

Our construction of the exterior algebra uses a choice of basis. We will show that
the exterior algebra is actually independent of the choice after studying the linear
transforms of exterior algebras.
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Given a linear transform L : V →W , we define a linear transform

ΛkL : ΛkV → ΛkW

by linearly extending the values on the basis vectors

ΛkL(~vi1 ∧ ~vi2 ∧ · · · ∧ ~vik) = L(~vi1) ∧ L(~vi2) ∧ · · · ∧ L(~vik), i1 < i2 < · · · < ik.

Note that a basis α of V is explicitly used here, and another basis β of W is implicitly
used for the wedge product on the right. We may emphasis this point by writing

ΛkβαL : ΛkαV → ΛkβW.

We may combine ΛkL for all 0 ≤ k ≤ n to form a linear transform

ΛL : ΛV → ΛW.

This is in fact an algebra homomorphism because of the following properties

ΛL(1) = 1, ΛL(a~λ+ b~µ) = aΛL(~λ) + bΛL(~µ), ΛL(~λ ∧ ~µ) = ΛL(~λ) ∧ ΛL(~µ).

The first two equalities follow from the definition of ΛL. The third equality can
be proved similar to the proof of graded commutativity. Since both ΛL(~λ ∧ ~µ) and

ΛL(~λ)∧ΛL(~µ) are bilinear in ~λ, ~µ ∈ ΛV , the equality is reduced to the special case

that ~λ and ~µ are standard basis vectors

ΛL(~v∧I ∧ ~v∧J) = ΛL(~v∧I) ∧ ΛL(~v∧J).

This can be easily verified by definition.
We also have

Λ(K ◦ L) = ΛK ◦ ΛL.

Since both sides are homomorphisms of algebras, we only need to verify the equality
on generators of the exterior algebra. Since generators are simply vectors ~v ∈ V ,
the only thing we need to verify is Λ(K ◦ L)(~v) = (ΛK(ΛL)(~v)). This is simply
(K ◦ L)(~v) = K(L(~v)), the definition of composition.

Exercise 7.53. Prove that if L is injective, then ΛL is injective. What about subjectivity?

Exercise 7.54. Prove that Λ(cL) = ckΛL on ΛkRn. Can you say anything about Λ(K+L)?

Now we explain that the exterior algebra is independent of the choice of basis.
Suppose α and α′ are two bases of V . Then the identity isomorphism I : V → V
induces an isomorphism of exterior algebras

Λα′αI : ΛαV → Λα′V.

This identifies the two constructions ΛαV and Λα′V of the exterior algebra. To show
that the identification makes the exterior algebra truly independent of the choice
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of bases, we need to further explain that identification is “natural” with respect
to the exterior algebra homomorphisms induced by linear transforms. Specifically,
we consider a linear transform L : V → W , two bases α, α′ of V , and two bases
β, β′ of W . We need to show that the induced algebra homomorphisms ΛβαL and
Λβ′α′L correspond under the identifications of the exterior algebras. This means
the equality Λβ′α′L ◦ Λα′αI = Λβ′βI ◦ ΛβαL. By Λ(K ◦ L) = ΛK ◦ ΛL, both sides
are equal to Λβ′αL, and the equality is verified.

ΛαV ΛβW

Λα′V Λβ′W

ΛβαL

Λβ′α′L

Λα′αI Λβ′βI

Example 7.3.1. If ~x1, ~x2, . . . , ~xk are linearly independent vectors in V , then we can expend
the vectors into a basis α = {~x1, ~x2, . . . , ~xk, ~xk+1, . . . , ~xn} of V . Since ~x1 ∧ ~x2 ∧ · · · ∧ ~xk
is a vector in a basis of ΛkV , we get ~x1 ∧ ~x2 ∧ · · · ∧ ~xk 6= ~0. On the other hand, suppose
~x1, ~x2, . . . , ~xk are linearly dependent. Then without loss of generality, we may assume

~x1 = c2~x2 + · · ·+ ck~xk.

This implies

~x1 ∧ ~x2 ∧ · · · ∧ ~xk = c2~x2 ∧ ~x2 ∧ · · · ∧ ~xk + · · ·+ ck~xk ∧ ~x2 ∧ · · · ∧ ~xk = ~0.

We conclude that ~x1, ~x2, . . . , ~xk are linearly independent if and only if ~x1∧~x2∧· · ·∧~xk 6= ~0.

Exercise 7.55. Prove that if ~λ ∈ ΛkV is nonzero, then there is ~µ ∈ Λn−kV , n = dimV ,
such that ~λ ∧ ~µ 6= ~0.

Since the top exterior power ΛnV is 1-dimensional, the linear transform ΛnL
induced from L : V → V is simply multiplying a number. The number is the
determinant of the linear transform

ΛnL(~λ) = (detL)~λ, ~λ ∈ ΛnV.

The equality can also be written as

L(~x1) ∧ L(~x2) ∧ · · · ∧ L(~xn) = (detL)~x1 ∧ ~x2 ∧ · · · ∧ ~xn.

Moreover, the equality Λ(K ◦ L) = ΛK ◦ ΛL implies

det(K ◦ L) = detK detL.

Exercise 7.56. Suppose

~y1 = a11~x1 + a12~x2 + · · ·+ a1k~xk,

~y2 = a21~x1 + a22~x2 + · · ·+ a2k~xk,

...

~yk = ak1~x1 + ak2~x2 + · · ·+ akk~xk,
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and denote the coefficient matrix A = (aij). Prove that

~y1 ∧ ~y2 ∧ · · · ∧ ~yk = (detA)~x1 ∧ ~x2 ∧ · · · ∧ ~xk.

Exercise 7.57. Prove that the determinant of a linear transform L : V → V is equal to
detLαα of the matrix of the linear transform.

Exercise 7.58. Prove that ∧α = (det Iβα)(∧β) and ∧β∗ = (det Iβα)(∧α∗).

Exercise 7.59. Use the determinant defined by the exterior algebra to explain that

L(x1, . . . , xi, . . . , xj , . . . , xn) = (x1, . . . , xi + cxj , . . . , xj , . . . , xn) : Rn → Rn

has determinant 1. What about the other two elementary operations?

Exercise 7.60. Let K : V →W and L : W → V be linear transforms. Prove that if dimV =
dimW , then det(L ◦K) = det(K ◦ L). What happens if dimV 6= dimW?

Dual of Exterior Algebra

Let b : V ×W → R be a dual pairing. Let α = {~v1, . . . , ~vn} and β = {~w1, . . . , ~wn}
be dual bases of V and W with respect to b. Then define a bilinear function
Λb : ΛV × ΛW → R by

Λb(~v∧I , ~w∧J) = δI,J . (7.3.6)

This means that the induced bases α∧ and β∧ form dual bases of ΛV and ΛW with
respect to Λb. In particular, Λb is a dual pairing.

The dual pairing decomposes into dual pairings Λkb : ΛkV × ΛkW → R that
satisfies

Λkb(~x1 ∧ · · · ∧ ~xk, ~y1 ∧ · · · ∧ ~yk) = det(b(~xi, ~yj))1≤i,j≤k. (7.3.7)

The reason is that both sides are multilinear functions of 2k variables in V and W ,
and the equality holds when ~xi and ~yj are basis vectors in α and β. The equality
(7.3.7) implies that, if α′ and β′ is another pair of dual bases of V and W with
respect to b, then α′∧ and β′∧ also form dual bases of ΛV and ΛW with respect to
Λb. In particular, Λb is actually independent of the choice of dual bases, although
its construction makes explicit use of α and β.

For the special case that b is the evaluation pairing 〈~x, l〉 = l(~x) : V ×V ∗ → R
in Example 7.2.1, we get a natural dual pairing between the exterior algebras ΛV
and ΛV ∗. This gives a natural isomorphism

ΛkV ∗ = (ΛkV )∗,

that sends l1 ∧ · · · ∧ lk ∈ ΛkV ∗ to the following linear functional on ΛkV

(l1 ∧ · · · ∧ lk)(~x1 ∧ · · · ∧ ~xk) = 〈~x1 ∧ · · · ∧ ~xk, l1 ∧ · · · ∧ lk〉
= det(〈~xi, lj〉) = det(lj(~xi)).
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For any linear functional l ∈ (ΛkV )∗, l(~x1∧· · ·∧~xk) is a multilinear alternating
function. Conversely, for any multilinear alternating function f on V , let l be the
linear function on ΛkV uniquely determined by its values on basis vectors

l(~vi1 ∧ · · · ∧ ~vik) = f(~vi1 , . . . , ~vik).

Then we have
f(~x1, . . . , ~xk) = l(~x1 ∧ · · · ∧ ~xk),

because both sides are multilinear functions with the same value on basis vectors.
Therefore the dual space (ΛV )∗ is exactly the vector space of all multilinear alter-
nating functions on V .

As an example, the determinant of n vectors in Rn is a multilinear alternating
function and can be regarded as the linear functional on the top exterior power
ΛnRn satisfying det(~e∧[n]) = 1. This shows that

det = ∧ε∗ = ~e ∗∧[n] = ~e ∗1 ∧ · · · ∧ ~e ∗n ∈ Λn(Rn)∗ (7.3.8)

is the dual basis ∧ε∗ of the standard basis ∧ε = ~e∧[n] of ΛnRn. For a general n-
dimensional vector space V , therefore, we may regard any nonzero linear functional
in ΛnV ∗ as a determinant of n vectors in V . In fact, any basis α of V gives a
determinant detα = ∧α∗ ∈ ΛnV ∗.

Exercise 7.61. For a linear transform L : V → W , prove that the dual of the transform
ΛL : ΛV → ΛW can be identified with ΛL∗ : ΛW ∗ → ΛV ∗.

Exercise 7.62. For two bases α, β of V , what is the relation between detα, detβ ∈ ΛnV ∗?

Exercise 7.63. Suppose φ ∈ ΛkV ∗ and ψ ∈ ΛlV ∗. Prove that

φ ∧ ψ(~x1 ∧ · · · ∧ ~xk+l) =
∑
±φ(~xi1 ∧ · · · ∧ ~xik ) ψ(~xj1 ∧ · · · ∧ ~xjl),

where the sum runs over all the decompositions

{1, . . . , k + l} = {i1, . . . , ik} ∪ {j1, . . . , jl}, i1 < · · · < ik, j1 < · · · < jl,

and the sign is the parity of the number of pair exchanges needed to rearrange
(i1, . . . , ik, j1, . . . , jl) into ascending order.

Exercise 7.64. Let ~y ∈ V . For φ ∈ ΛkV ∗, define i~yφ ∈ Λk−1V ∗ by

i~yφ(~x1 ∧ · · · ∧ ~xk−1) = φ(~y ∧ ~x1 ∧ · · · ∧ ~xk−1).

1. Use the relation between multilinear alternating functions and elements of ΛV ∗ to
explain that the formula indeed defines an element i~yφ ∈ Λk−1V ∗.

2. Show that φ = ψ if and only if i~yφ = i~yψ for all ~y.

3. Use Exercise 7.63 to show that

i~y(φ ∧ ψ) = i~yφ ∧ ψ + (−1)kφ ∧ i~yψ for φ ∈ ΛkV ∗, ψ ∈ ΛlV ∗.
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4. Extend the discussion to iη : ΛkV ∗ → Λk−pV ∗ for η ∈ ΛpV .

Exercise 7.65. Prove that a bilinear map (not necessarily a dual pairing) b : V ×W → R
induces a bilinear map Λkb : ΛkV × ΛkW → R, such that (7.3.7) holds. Moreover, extend
Exercise 7.63.

Exercise 7.66. Suppose bi is a dual pairing between Vi and Wi, i = 1, 2. Exercise 7.34 gives
a dual pairing between V1 ⊕ V2 and W1 ⊕W2. Prove that for ~λi ∈ ΛkiVi, ~µi ∈ ΛkiWi, we
have Λk1+k2b(~λ1 ∧ ~λ2, ~µ1 ∧ ~µ2) = Λk1b1(~λ1, ~µ1)Λk2b2(~λ2, ~µ2).

Exercise 7.67. Consider multilinear alternating functions f and g on V and W as elements
of ΛkV ∗ ⊂ Λk(V ⊕W )∗ and ΛlW ∗ ⊂ Λl(V ⊕W )∗. Then we have the multilinear alternating
function f∧g on V ⊕W . Prove that if each ~xi is in either V or W , then f∧g(~x1, . . . , ~xk+l) =
0 unless k of ~xi are in V and l of ~xi are in W . Moreover, prove that if ~xi ∈ V for 1 ≤ i ≤ k
and ~xi ∈W for k+1 ≤ i ≤ k+l, then f∧g(~x1, . . . , ~xk+l) = f(~x1, . . . , ~xk)g(~xk+1, . . . , ~xk+l).

Next we apply the dual pairing of exterior algebra to an inner product 〈·, ·〉 : V×
V → R in Example 7.2.2. A basis of V is self dual if and only if it is orthonormal.
Therefore an orthonormal basis α of V induces a self dual basis α∧ with respect to
the induced dual pairing 〈·, ·〉 : ΛV × ΛV → R. This implies that the induced dual
pairing is an inner product on the exterior algebra. The equality (7.3.7) gives an
explicit formula for this inner product

〈~x1 ∧ · · · ∧ ~xk, ~y1 ∧ · · · ∧ ~yk〉 = det(〈~xi, ~yj〉)1≤i,j≤k. (7.3.9)

For a subspace W ⊂ V , an orthonormal basis α = {~v1, . . . , ~vk} of W can be
extended to an orthonormal basis β = {~v1, . . . , ~vn} of V . Since the natural map
ΛW → ΛV takes an orthonormal basis α∧ of ΛW injectively into an orthonormal
basis β∧ of ΛV , we find that ΛW is a subspace of ΛV , and the inclusion ΛW ⊂ ΛV
preserves the inner product.

Exercise 7.68. Prove that if U is an orthogonal transform (i.e., preserving inner product)
of an inner product space V , then ΛU is an orthogonal transform of ΛV .

Exercise 7.69. Suppose W is a subspace of an inner product space V , and W⊥ is the
orthogonal complement of W in V . Prove that ΛW and ΛW⊥ are orthogonal in ΛV .
Moreover, for ~λ ∈ ΛW and ~η ∈ ΛW⊥, prove that 〈~λ ∧ ~µ, ~ξ ∧ ~η〉 = 〈~λ, ~ξ〉〈~µ, ~η〉.

7.4 Orientation

Orientation of Vector Space

Two ordered bases α and β of a vector space V are related by a matrix Iβα. They
are compatibly oriented if det Iβα > 0.

We emphasize that the order of vectors in the basis is critical for the orienta-
tion, because if β is obtained from α by switching two vectors, then det Iβα = −1.
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Fix one (ordered) basis α. Then

{all (ordered) bases} = oα t (−oα), (7.4.1)

where
oα = {β : det Iβα > 0}, −oα = {β : det Iβα < 0}.

By Iγα = IγβIβα (see Exercise 7.7), we have det Iγα = det Iγβ det Iβα. Then we may
use the equality to show that any two β, γ ∈ oα are compatibly oriented, any two in
−oα are also compatibly oriented. Moreover, the equality implies that any β ∈ oα
and γ ∈ −oα are never compatibly oriented. Therefore the decomposition (7.4.1) is
the equivalence classes defined by compatible orientation. This interpretation shows
that the decomposition is independent of the choice of α, except that the labeling
of the two subsets by the signs ± depends on α. See Exercises 7.70 and 7.71.

Definition 7.4.1. An orientation o of a vector space V is a choice of one of two
collections of compatibly oriented ordered bases of V . The other collection −o is
then the opposite of the orientation o.

A basis α gives the orientation oα. The standard basis ε = {~e1, ~e2, . . . , ~en}
gives the (standard) positive orientation on Rn. This means the rightward direction
of R, the counterclockwise rotation in R2 and the right hand rule on R3. The basis
{−~e1, ~e2, . . . , ~en} gives the (standard) negative orientation of Rn. This means the
leftward direction on R, the clockwise rotation in R2 and the left hand rule on R3.

In an oriented vector space, the bases in the orientation collection o are pos-
itively oriented, and those in the opposite orientation collection −o are negatively
oriented.

A basis α of an n-dimensional vector space V gives a nonzero element ∧α ∈
ΛnV −~0. If β is another basis, then by Exercise 7.57, we have ∧α = (det Iβα)(∧β).
Therefore α and β are compatibly oriented if and only if ∧α and ∧β lie in the same
connected component of ΛnV − ~0 ∼= R − 0. In other words, an orientation of V
is equivalent to a choice of one of two components of ΛnV − ~0. We also use o to
denote the chosen component of ΛnV −~0. For example, we have

oα = {t(∧α) : t > 0} ⊂ ΛnV −~0.

Exercise 7.70. Prove that det Iβα > 0 implies oα = oβ and −oα = −oβ , and prove that
det Iβα < 0 implies oα = −oβ and −oα = oβ . This implies that the decomposition (7.4.1)
is independent of the choice of α.

Exercise 7.71. Prove that the compatible orientation is an equivalence relation, and (7.4.1)
is the corresponding decomposition into equivalence classes.

Exercise 7.72. Determine which operations on bases preserve the orientation, and which
reverse the orientation.

1. Exchange two basis vectors.

2. Multiply a nonzero number to a basis vector.
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3. Add a scalar multiple of one basis vector to another basis vector.

Exercise 7.73. Determine which is positively oriented, and which is negatively oriented.

1. {~e2, ~e3, . . . , ~en, ~e1}.
2. {~en, ~en−1, . . . , ~e1}.
3. {−~e1,−~e2, . . . ,−~en}.

4. {(1, 2), (3, 4)}.
5. {(1, 2, 3), (4, 5, 6), (7, 8, 10)}.
6. {(1, 0, 1), (0, 1, 1), (1, 1, 0)}.

If a basis gives an orientation o of V , then its dual basis gives the dual orienta-
tion o∗ of V ∗. By Exercise 7.16, it is easy to show that the definition is independent
of the choice of basis. In fact, if a basis α = {~v1, ~v2, . . . , ~vn} of V is positively
oriented, then a basis β = {l1, l2, . . . , ln} of V ∗ is positively oriented if and only if
det(lj(~vi)) > 0 (see Exercise 7.76 and the second part of Exercise 7.78).

Let L : V →W be an isomorphism of vector spaces. If V and W are oriented
with oV and oW , then L preserves the orientation if it maps oV to oW . We also say
that L reverses the orientation if it maps oV to −oW . On the other hand, if oV (or
oW ) is given, then L translates the orientation to oW (or oV ) by requiring that L
preserves the orientation.

If L : V → V is an isomorphism of V to itself, then L preserves the orientation
if detL > 0. This means that L maps any orientation o of V to the same orientation
o. The concept does not require V to be already oriented.

Exercise 7.74. Prove that an isomorphism L : V →W preserves orientations oV and oW if
and only if ΛnL maps the component oV ⊂ ΛnV −~0 to the component oW ⊂ ΛnW −~0.

Exercise 7.75. Prove that if isomorphisms K and L preserve orientation, then K ◦ L and
L−1 preserve orientation. What if both reverse orientation? What if one preserves and
the other reverses orientation?

Exercise 7.76. Prove that the dual orientation of an orientation o ⊂ ΛnV −~0 is given by

o∗ = {l ∈ ΛnV ∗ : l(ξ) > 0 for any ξ ∈ o} = {l ∈ ΛnV ∗ : l(ξ0) > 0 for one ξ0 ∈ o}.

Exercise 7.77. Suppose an isomorphism L : V → W translates oV to oW . Prove that
L∗ : W ∗ → V ∗ translates o∗W to o∗V .

Exercise 7.78. Suppose b is a dual pairing between V and W . Suppose α = {~v1, ~v2, . . . , ~vn}
and β = {~w1, ~w2, . . . , ~wn} are dual bases of V and W with respect to b. Define orientations
oV and oW of V and W to be dual orientations with respect to b if α ∈ oV is equivalent
to β ∈ oW .

1. Prove that the definition of dual orientation with respect to b is independent of the
choice of dual bases.

2. Prove that oα and oβ are dual orientations if and only if det(b(~vi, ~wj)) > 0.

3. Prove that oV and oW are dual orientations with respect to b if and only if the
induced isomorphism V ∼= W ∗ translates oV and o∗W .
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Exercise 7.79. Suppose V is an inner product space. By considering the inner product as a
pairing of V with itself, we may apply Exercise 7.78. Prove that the dual of any orientation
o with respect to the inner product is o itself.

Exercise 7.80. Does an orientation of a vector space V naturally induces an orientation of
ΛkV ?

Exercise 7.81. Suppose V = V1⊕V2. Suppose o1 and o2 are orientations of V1 and V2. We
may choose an orientation compatible basis of V1 followed by an orientation compatible
basis of V2 to define an orientation o of V . Prove that o is well defined. How is the
orientation o changed if we exchange the order of V1 and V2? Can orientations of V1 and
V determine an orientation of V2?

Volume

The exterior algebra is closely related to the volume. In fact, the determinant of
a matrix can be interpreted as a combination of the volume of the parallelotope
spanned by the volume vectors (the absolute value of the determinant), and the
orientation of volume vectors (the sign of the determinant).

A parallelotope34 spanned by vectors α = {~x1, . . . , ~xk} is

Pα = {c1~x1 + · · ·+ ck~xk : 0 ≤ ci ≤ 1}.

By volume, we mean translation invariant measures on vector spaces. By Theorem
11.4.4, such measures are unique up to multiplying (positive) constant (the constant
is similar to the ratio between litre and gallon). The constant may be determined
by the measure of any one parallelotope spanned by a basis.

Theorem 7.4.2. Suppose µ is a translation invariant measure on an n-dimensional
vector space V . Then there is l ∈ ΛnV ∗, such that for any n vectors α in V , we
have

µ(Pα) = |l(∧α)| = |l(~x1 ∧ · · · ∧ ~xn)|.

The theorem basically says that there is a one-to-one correspondence between
translation invariant measures on V and elements of

|ΛnV ∗| − 0 =
ΛnV ∗ − 0

l ∼ −l
∼= (0,+∞).

Proof. Let β = {~v1, . . . , ~vn} be a basis of V , let β∗ = {~v ∗1 , . . . , ~v ∗n} be the dual basis,
and let

l = µ(Pβ)(∧β∗) = µ(Pβ)~v ∗1 ∧ · · · ∧ ~v ∗n .

We prove that f(α) = µ(Pα) is equal to g(α) = |l(∧α)| by studying the effect of
elementary column operations on f and g.

34A parallelogram is a 2-dimensional parallelotope. A parallelepiped is a 3-dimensional paral-
lelotope.
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The first operation is the exchange of two vectors

α = {~v1, . . . , ~vi, . . . , ~vj , . . . , ~vn} 7→ α′ = {~v1, . . . , ~vj , . . . , ~vi, . . . , ~vn}.

Since Pα′ = Pα, we get f(α′) = f(α). Moreover, by ∧α′ = − ∧ α, we get g(α′) =
g(α).

The second is multiplying a number to one vector

α = {~v1, . . . , ~vi, . . . , ~vn} 7→ α′ = {~v1, . . . , c~vi, . . . , ~vn}.

The parallelotopes Pα′ and Pα have the same base parallelotope spanned by ~v1, . . . ,
~vi−1, ~vi+1, . . . , ~vk, but the ~vi direction of Pα′ is c multiple of Pα. Therefore the
volume is multiplied by |c|, and we get f(α′) = |c|f(α). Moreover, by ∧α′ = c(∧α),
we get g(α′) = |c|g(α).

The third is adding a multiple of one vector to another

α = {~v1, . . . , ~vi, . . . , ~vj , . . . , ~vn} 7→ α′ = {~v1, . . . , ~vi + c~vj , . . . , ~vj , . . . , ~vn}.

The parallelotopes Pα′ and Pα have the same base parallelotope spanned by ~v1, . . . ,
~vi−1, ~vi+1, . . . , ~vk, and the ~vi direction is shifted to ~vi + c~vj . The shift does not
change the “height” of the parallelotope as measured from the base. Therefore the
two parallelotopes have the same volume, and we get f(α′) = f(α). Moreover, by
∧α′ = ∧α, we get g(α′) = g(α).

We conclude that the effects of the three column operations on f and g are
the same. If α is not a basis, then f(α) = 0 since Pα is collapsed to be of dimension
< n, and g(α) = 0 by Example 7.3.1. If α is a basis, then repeatedly applying three
operations reduces α to the basis β. Therefore the equality f(α) = g(α) is reduced
to f(β) = g(β). This is true because

g(β) = |l(∧β)| = µ(Pβ) = f(β).

If V is an inner product space, then the standard Lebesgue measure µL on V is
the translation invariant measure such that the volume of any unit cube is 1. Since
a unit cube is the parallelotope spanned by any orthonormal basis β = {~v1, . . . , ~vn},
by the proof above, we may take l = ~v ∗1 ∧ · · · ∧ ~v ∗n , so that

µL(P{~x1,...,~xn}) = |〈~x1 ∧ · · · ∧ ~xn, ~v ∗1 ∧ · · · ∧ ~v ∗n 〉| = |det(~v ∗i (~xj))|.

If V = Rn and β is the standard basis, then by (7.3.8), this is the absolute value of
the determinant of the matrix with ~xi as volume vectors.

The inner product on V induces an inner product and the associated norm on
ΛnV , and l : ΛnV ∼= R is an isomorphism that preserves the norm. Therefore we
also get

µL(P{~x1,...,~xn}) = |l(~x1 ∧ · · · ∧ ~xn)| = ‖~x1 ∧ · · · ∧ ~xn‖2.
Now consider the special case that V is a subspace of Rm, with the inner product
inherited from the standard dot product in Rm. Then the inner product preserving
embedding V ⊂ Rm induces an inner product preserving embedding ΛnV ⊂ ΛnRm.
This means that the norm ‖~x1∧· · ·∧~xn‖2 in ΛnV is also the norm in ΛnRm. Replac-
ing m,n by n, k, we get the following statement about the size of any parallelotope
in Euclidean space.
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Proposition 7.4.3. The k-dimensional volume of the parallelotope Pα spanned by k
vectors α = {~x1, . . . , ~xk} in Rn is

‖~x1 ∧ · · · ∧ ~xk‖2 =
√

det(〈~xi, ~xj〉)1≤i,j≤k.

Now we additionally assume that V is oriented, which means a preferred choice
o∗ of two components of ΛnV ∗ − 0. Then we may choose l ∈ o∗ in Theorem 7.4.2
and get

l(∧α) = l(~x1 ∧ · · · ∧ ~xn) =


µ(Pα), if α ∈ o,
−µ(Pα), if α /∈ o,
0, if α is not a basis.

This shows that l(∧α) is the signed volume of the parallelotope Pα that takes into
account of the orientation of α. For the special case that V = Rn with standard
orientation and l = ~e ∗1 ∧ · · · ∧ ~e ∗n , the signed volume is exactly the determinant.

Exercise 7.82. Suppose V is an oriented inner product space, and α and β are positively
oriented orthonormal bases. Prove that ∧α = ∧β. This shows that the signed volume
l = ∧α∗ is independent of the choice of α.

Hodge Dual

Let V be an n-dimensional vector space. Let e be a nonzero vector of the 1-
dimensional vector space ΛnV , inducing an isomorphism ΛnV ∼=e R. Then for any
k ≤ n, we have a bilinear function

be : ΛkV × Λn−kV
∧→ ΛnV ∼=e R, ~λ ∧ ~µ = be(~λ, ~µ)e.

Exercise 7.55 shows that this is a dual pairing.
Suppose V is an oriented inner product space and α = {~v1, . . . , ~vn} is a posi-

tively oriented orthonormal basis. We take e = ∧α = ~v1∧· · ·∧~vn, which by Exercise
7.82 is independent of the choice of α. In fact, e can be characterized as the unique
unit length vector lying in the orientation component oV ⊂ ΛnV − ~0. Moreover,
the inner product on V induces an inner product on ΛV , which further gives an
isomorphism (Λn−kV )∗ ∼= Λn−kV . Combined with the dual pairing above, we get
the Hodge dual (note the distinction between ? and ∗)

~λ 7→ ~λ? : ΛkV ∼= (Λn−kV )∗ ∼= Λn−kV.

This means that
~λ ∧ ~µ = be(~λ, ~µ)e = 〈~λ?, ~µ〉e.

For the oriented orthonormal basis α, we have

〈~v ?∧I , ~v∧J〉e = ~v∧I ∧ ~v∧J =

{
~0, if J 6= [n]− I,
~v∧I ∧ ~v∧([n]−I), if J = [n]− I.
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For fixed I, ~v ?∧I is the unique vector such that the equality above holds for all J .
This leads to ~v ?∧I = ±~v∧([n]−I), where the sign ± is determined by

~v∧I ∧ ~v∧([n]−I) = ±e = ±~v1 ∧ · · · ∧ ~vn.

For example, we have

1 ? = ~v∧[n],

~v ?i = (−1)i−1~v∧([n]−i),

~v ?i∧j = (−1)i+j−1~v∧([n]−{i,j}) for i < j,

~v ?∧([n]−i) = (−1)n−i~vi,

~v ?∧[n] = 1.

The calculation shows that the Hodge dual operation sends the orthonormal basis
α∧ of ΛV to essentially itself (up to exchanging orders and adding signs). Therefore
the Hodge dual preserves the inner product and the associated length

〈~λ, ~µ〉 = 〈~λ?, ~µ ?〉, ‖~λ?‖ = ‖~λ‖.

In R2 (with counterclockwise orientation), the Hodge dual is the counterclock-
wise rotation by 90 degrees

(x1, x2)? = x1~e
?
1 + x2~e

?
2 = x1~e2 − x2~e1 = (−x2, x1),

The usual cross product in R3 is the Hodge dual of the wedge product

[(x1, x2, x3) ∧ (y1, y2, y3)]?

= det

(
x1 y1

x2 y2

)
(~e1 ∧ ~e2)? + det

(
x1 y1

x3 y3

)
(~e1 ∧ ~e3)? + det

(
x2 y2

x3 y3

)
(~e2 ∧ ~e3)?

= det

(
x1 y1

x2 y2

)
~e3 − det

(
x1 y1

x3 y3

)
~e2 + det

(
x2 y2

x3 y3

)
~e1

= (x1, x2, x3)× (y1, y2, y3).

Exercise 7.83. For ~λ ∈ ΛkV , prove that

~λ?? = (−1)k(n−k)~λ, ~λ ∧ ~µ ? = 〈~λ, ~µ〉e, ~λ ∧ ~µ = (−1)k(n−k)〈~λ, ~µ?〉e.

Exercise 7.84. Suppose an isomorphism L : V →W preserves the orientation and the inner
product. Prove that ΛL(~λ)? = ΛL(~λ?). What happens when L reverses the orientation?

Exercise 7.85. Suppose W is a subspace of an inner product space V and W⊥ is the
orthogonal complement of W in V . Suppose W and W⊥ are oriented, and V is compatibly
oriented by Exercise 7.81. Prove that e?W = eW⊥ .

Exercise 7.86. Suppose α = {~x1, . . . , ~xn} is a positively oriented basis of Rn, such that the
first k vectors in α and the last n− k vectors are orthogonal. Prove that

(~x1 ∧ · · · ∧ ~xk)? =
det(~x1 · · · ~xn)

‖~xk+1 ∧ · · · ∧ ~xn‖22
~xk+1 ∧ · · · ∧ ~xn. (7.4.2)
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Exercise 7.87. The cross product in Rn is the map

~x1 × · · · × ~xn−1 = (~x1 ∧ · · · ∧ ~xn−1)? : Rn × · · · × Rn → Rn.

Find the explicit formula and show that the cross product is orthogonal to every ~xi.

Exercise 7.88. Prove that (~x1 × · · · × ~xn−1) · ~xn = det(~x1 · · · ~xn) in Rn, and explain that
this is the cofactor expansion of determinant.

7.5 Additional Exercises
Isometry between Normed Spaces

Let ‖~x‖ and 9~x9 be norms on Rn and Rm. A map F : Rn → Rm is an isometry if
it satisfies 9F (~x) − F (~y)9 = ‖~x − ~y‖. A map F : Rn → Rm is affine if the following
equivalent conditions are satisfied.

1. F ((1− t)~x+ t~y) = (1− t)F (~x) + tF (~y) for any ~x, ~y ∈ Rn and any 0 ≤ t ≤ 1.

2. F ((1− t)~x+ t~y) = (1− t)F (~x) + tF (~y) for any ~x, ~y ∈ Rn and any t ∈ R.

3. F (~x) = ~a+L(~x) for a fixed vector ~a (necessarily equal to F (~0)) and a linear transform
L.

Exercise 7.89. Suppose the norm 9~x9 on Rm is strictly convex, in the sense 9~x + ~y9 =
9~x 9 + 9 ~y9 implies ~x and ~y are parallel. Prove that for any isometry F and ~x, ~y, ~z =
(1− t)~x+ t~y ∈ Rn, 0 ≤ t ≤ 1, the vectors F (~z)− F (~x) and F (~y)− F (~z) must be parallel.
Then prove that the isometry F is affine.

Exercise 7.90. Show that the Lp-norm is strictly convex for 1 < p <∞. Then show that an
isometry between Euclidean spaces with the Euclidean norms must be of the form ~a+L(~x),
where L is a linear transform with its matrix A satisfying ATA = I.

Exercise 7.91. For any ~u ∈ Rn, the map φ(~x) = 2~u− ~x is the reflection with respect to ~u.
A subset K ⊂ Rn is symmetric with respect to ~u if ~x ∈ K implies φ(~x) ∈ K. The subset
has radius r(K) = sup~x∈K ‖~x− ~u‖.

1. Prove that φ is an isometry from (Rn, ‖~x‖) to itself, ‖φ(~x)− ~x‖ = 2‖~x− ~u‖, and ~u
is the only point fixed by φ (i.e., satisfying φ(~x) = ~x).

2. For a subset K symmetric with respect to ~u, prove that the subset has diameter
sup~x,~y∈K ‖~x− ~y‖ = 2r(K). Then prove that the subset K′ = {~x : K ⊂ B(~x, r(K))}

has radius r(K′) ≤ 1

2
r(K).

3. For any ~a,~b ∈ Rn, denote ~u =
~a+~b

2
. Prove that

K0 = {~x : ‖~x− ~a‖ = ‖~x−~b‖ =
1

2
‖~a−~b‖}

is symmetric with respect to ~u. Then prove that the sequence Kn defined by Kn+1 =
K′n satisfies ∩Kn = {~u}.

The last part gives a characterization of the middle point ~u of two points ~a and ~b purely
in terms of the norm.
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Exercise 7.92 (Mazur-Ulam Theorem). Prove that an invertible isometry is necessarily affine.
Specifically, suppose F : (Rn, ‖~x‖) → (Rn,9~x9) is an invertible isometry. By using the
characterization of the middle point in Exercise 7.90, prove that the map preserves the
middle point

F

(
~a+~b

2

)
=
F (~a) + F (~b)

2
.

Then further prove that the property implies F is affine.

Exercise 7.93. Let φ(t) be a real function and consider F (t) = (t, φ(t)) : R → R2. For the
absolute value on R and the L∞-norm on R2, find suitable condition on φ to make sure F
is an isometry. The exercise shows that an isometry is not necessarily affine in general.



Chapter 8

Multivariable
Differentiation

293



294 Chapter 8. Multivariable Differentiation

8.1 Linear Approximation
The differentiation of maps between Euclidean spaces (or more generally, finite
dimensional vector spaces) can be defined by directly generalizing the definition for
single variable functions. Denote ∆~x = ~x − ~x0. Any linear map can be expressed
as ~a+ L(∆~x) for a constant vector ~a and a linear transform L.

Definition 8.1.1. A map F (~x) defined on a ball around ~x0 is differentiable at ~x0 if
there is a linear map ~a+ L(∆~x), such that for any ε > 0, there is δ > 0, such that

‖∆~x‖ < δ =⇒ ‖F (~x)− ~a− L(∆~x)‖ ≤ ε‖∆~x‖.

The linear transform L is the derivative of F at ~x0 and is denoted F ′(~x0).

Like the single variable case, the definition can be rephrased as

~a = F (~x0), lim
∆~x→~0

‖F (~x0 + ∆~x)− F (~x0)− L(∆~x)‖
‖∆~x‖

= 0.

Equivalently, we may write

F (~x) = ~a+ L(∆~x) + o(‖∆~x‖) = F (~x0) + F ′(~x0)(∆~x) + o(‖∆~x‖),

or
∆F = F (~x)− F (~x0) = F ′(~x0)(∆~x) + o(‖∆~x‖).

The differentiability at a point requires the map to be defined everywhere near
the point. Therefore the differentiability is defined for maps on open subsets. In the
future, the definition may be extended to maps on “differentiable subsets” (called
submanifolds).

Similar to the single variable case, we denote the differential dF = L(d~x) of a
map F . Again at the moment it is only a symbolic notation.

A single variable function is a map f : R → R. Its derivative is a linear
transform f ′(x0) : R → R. However, a linear transform from R to itself is always
a multiplication by a number. The number corresponding to the linear transform
f ′(x0) is the derivative, also denoted f ′(x0).

Example 8.1.1. For the multiplication map µ(x, y) = xy : R2 → R, we have

µ(x, y) = (x0 + ∆x)(y0 + ∆y) = x0y0 + y0∆x+ x0∆y + ∆x∆y.

Since y0∆x + x0∆y is linear in (∆x,∆y), and |∆x∆y| ≤ ‖(∆x,∆y)‖2∞, we see that the
multiplication map is differentiable, the derivative linear transform is (u, v) 7→ y0u+ x0v,
and the differential is d(x0,y0)(xy) = y0dx+ x0dy.

Example 8.1.2. For the map F (x, y) = (x2 + y2, xy) : R2 → R2, we have

F (x, y)− F (x0, y0) = (2x0∆x+ ∆x2 + 2y0∆y + ∆y2, y0∆x+ x0∆y + ∆x∆y)

= (2x0∆x+ 2y0∆y, y0∆x+ x0∆y) + (∆x2 + ∆y2,∆x∆y).
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Since (2x0∆x + 2y0∆y, y0∆x + x0∆y) is a linear transform of (∆x,∆y), and ‖(∆x2 +
∆y2,∆x∆y)‖∞ ≤ 2‖(∆x,∆y)‖2∞, the map F is differentiable at (x0, y0), and the derivative
F ′(x0, y0) is the linear transform (u, v) 7→ (2x0u + 2y0v, y0u + x0v). The differential is
d(x0,y0)F = (2x0dx+ 2y0dy, y0dx+ x0dy).

Example 8.1.3. For the function f(~x) = ~x · ~x = ‖~x‖22, we have

‖~x0 + ∆~x‖22 = ‖~x0‖22 + 2~x0 ·∆~x+ ‖∆~x‖22.

Since 2~x0 · ∆~x is a linear functional of ∆~x, and ‖∆~x‖22 = o(‖∆~x‖2), the function f is
differentiable, with the derivative f ′(~x0)(~v) = 2~x0 · ~v and the differential d~x0f = 2~x0 · d~x.

Example 8.1.4. A curve in a vector space V is a map φ : (a, b)→ V . The differentiability
at t0 means that for any ε > 0, there is δ > 0, such that

|∆t| < δ =⇒ ‖φ(t)− ~a−∆t ~b‖ ≤ ε|∆t|.

By the same proof as Proposition 3.1.5, this is equivalent to that φ is continuous at t0,
~a = φ(t0), and the limit

φ′(t0) = ~b = lim
t→t0

φ(t)− φ(t0)

t− t0
converges. Note that in Definition 8.1.1, the notation φ′(t0) is used for the derivative as a
linear transform from R→ V . In the limit above, the same notation is used as the tangent
vector of the curve. They are related by

[tangent vector φ′(t0)] = [linear trasnform φ′(t0)](1),

[linear trasnform φ′(t0)](t) = t[tangent vector φ′(t0)].

The relation takes advantage of the fact that a linear transform L : R→ V is determined
by the vector L(1) ∈ V .

Example 8.1.5. The space of n × n matrices form a vector space M(n) ∼= Rn
2

. For the

map F (X) = X2 : Rn
2

→ Rn
2

of the square of matrices, we have

∆F = F (A+H)− F (A) = (A2 +AH +HA+H2)−A2 = AH +HA+H2.

The map H 7→ AH + HA is a linear transform. Moreover, by Proposition 7.1.2, we
have ‖H2‖ ≤ ‖H‖2 = o(‖H‖). Therefore the map is differentiable, with the derivative
F ′(A)(H) = AH +HA and the differential dAF = A(dX) + (dX)A.

Example 8.1.6. To find the derivative of the determinant det : M(n) → R at the identity
matrix I, we need to find the linear approximation of det(I + H). The i-th column of I

is the standard basis vector ~ei. Let the i-th column of H be ~hi. Since the determinant is
linear in each of its column vectors, we have

det(~e1 + ~h1 ~e2 + ~h2 · · · ~en + ~hn) = det(~e1 ~e2 · · · ~en)

+
∑

1≤i≤n

det(~e1 · · · ~hi · · · ~en)

+
∑

1≤i<j≤n

det(~e1 · · · ~hi · · · ~hj · · · ~en)

+ · · · .
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The sum starts at det(~e1 ~e2 · · · ~en) = det I = 1 and gradually replaces ~ei with ~hi. The

linear terms consist of det(~e1 · · · ~hi · · · ~en) = hii, in which only one ~ei is replaced by
~hi. Therefore the derivative is the sum of diagonal entries (called the trace)

det′(I)(H) = trH =
∑

1≤i≤n

hii.

Exercise 8.1. Use the definition to show the differentiability of ax2 + 2bxy + cy2 and find
the derivative.

Exercise 8.2. Prove that if a map is differentiable at ~x0, then the map is continuous at ~x0.
Then show that the Euclidean norm ‖~x‖2 is continuous but not differentiable at ~0.

Exercise 8.3. Suppose a map F is differentiable at ~x0, with F (~x0) = ~0. Suppose a function
λ(~x) is continuous at ~x0. Prove that λ(~x)F (~x) is differentiable at ~x0.

Exercise 8.4. Prove that a function f(~x) is differentiable at ~x0 if and only if f(~x) = f(~x0)+
J(~x) ·∆~x, where J : Rn → Rn is continuous at ~x0. Extend the fact to differentiable maps.

Exercise 8.5. A function f(~x) is homogeneous of degree p if f(c~x) = cpf(~x) for any c > 0.
Find the condition for the function to be differentiable at ~0.

Exercise 8.6. Suppose A is an n× n matrix. Find the derivative of the function A~x · ~x.

Exercise 8.7. Suppose B : U×V →W is a bilinear map. Prove that the B is differentiable,
with the derivative

B′(~x0, ~y0)(~u,~v) = B(~u, ~y0) +B(~x0, ~v) : U × V →W.

Extend the result to multilinear maps. This extends Example 8.1.1 and will be further
extended in Exercise 8.31.

Exercise 8.8. Suppose B : U×V →W is a bilinear map, and φ(t) and ψ(t) are differentiable
curves in U and V . Then B(φ(t), ψ(t)) is a curve in W . Prove the Leibniz rule (see more
general version in Exercise 8.31)

(B(φ(t), ψ(t)))′ = B(φ′(t), ψ(t)) +B(φ(t), ψ′(t)).

Here the derivatives are the tangent vectors in Example 8.1.4. Moreover, extend the
Leibniz rule to multilinear maps.

Exercise 8.9. Use Proposition 7.2.1 and Exercise 7.35 to prove that, if b is a dual pairing
between V and W , and φ(t) is a differentiable curve in V , then φ′(t0) = ~v (using tangent
vector in Example 8.1.4) if and only if

d

dt

∣∣∣∣
t=t0

b(φ(t), ~w) = b(~v, ~w) for all ~w ∈W.
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Exercise 8.10. Let XT be the transpose of a matrix X. Prove that the derivative of the
map F (X) = XTX : M(n)→M(n) is the linear transform

F ′(A)(H) = ATH +HTA.

Exercise 8.11. Use the idea of Example 8.1.6 to find the derivative of the determinant at
any matrix A. Moreover, show that if A is an n × n matrix of rank ≤ n − 2, then the
derivative is zero.

Exercise 8.12. For any natural number k, find the derivative of the map of taking the k-th
power of matrices.

Exercise 8.13. Use the equality (I + H)−1 = I −H + H2(I + H)−1 and Exercise 7.21 to
find the derivative of the inverse matrix map at the identity matrix I.

Partial Derivative

Let F (~x) = (f1(~x), f2(~x), . . . , fm(~x)). By taking the L∞-norm, the definition for
the differentiability of F means that for each i, we have

‖∆~x‖ < δ =⇒ |fi(~x)− ai − li(∆~x)| ≤ ε‖∆~x‖,

where li is the i-th coordinate of the linear transform L. Therefore the map is
differentiable if and only if each coordinate function is differentiable. Moreover,
the linear approximation L of the map is obtained by putting together the linear
approximations li of the coordinate functions.

A function f(~x) = f(x1, x2, . . . , xn) is approximated by a linear function

a+ l(∆~x) = a+ b1∆x1 + b2∆x2 + · · ·+ bn∆xn

at ~x0 = (x10, x20, . . . , xn0) if for any ε > 0, there is δ > 0, such that

|∆xi| = |xi − xi0| < δ for all i

=⇒ |f(x1, x2, . . . , xn)− a− b1∆x1 − b2∆x2 − · · · − bn∆xn|
≤ εmax{|∆x1|, |∆x2|, . . . , |∆xn|}.

If we fix x2 = x20, . . . , xn = xn0, and let only x1 change, then the above says that
f(x1, x20, . . . , xn0) is approximated by the linear function a + b1∆x1 at x1 = x10.
The coefficients are a = f(~x0) and the partial derivative of f(~x) in x1

b1 = lim
∆x1→0

f(x10 + ∆x1, x20, . . . , xn0)− f(x10, x20, . . . , xn0)

∆x1
.

The other coefficients are the similar partial derivatives and denoted

bi =
∂f

∂xi
= Dxif = fxi .

Using the notation, the derivative f ′(~x) is the linear functional

f ′(~x)(~v) =
∂f

∂x1
v1 +

∂f

∂x2
v2 + · · ·+ ∂f

∂xn
vn = ∇f(~x) · ~v : Rn → R,
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where

∇f =

(
∂f

∂x1
,
∂f

∂x2
, . . . ,

∂f

∂xn

)
is the gradient of the function. Moreover, the differential of the function is

df =
∂f

∂x1
dx1 +

∂f

∂x2
dx2 + · · ·+ ∂f

∂xn
dxn = ∇f · d~x.

Any linear functional on a finite dimensional inner product space is of the
form l(~x) = ~a · ~x for a unique vector ~a. The gradient ∇f(~x) is the unique vector
associated to the derivative linear functional f ′(~x).

Putting the linear approximations of fi together, we get the linear approxi-
mation of F . This means that the derivative linear transform F ′(~x0) is given by
the Jacobian matrix

∂F

∂~x
=
∂(f1, f2, . . . , fm)

∂(x1, x2, . . . , xn)
=



∂f1

∂x1

∂f1

∂x2
· · · ∂f1

∂xn
∂f2

∂x1

∂f2

∂x2
· · · ∂f2

∂xn
...

...
...

∂fm
∂x1

∂fm
∂x2

· · · ∂fm
∂xn


.

A single variable function is a map f(x) : R → R. Its Jacobian matrix is a
1 × 1 matrix, which is the same as a number. This number is the usual derivative
f ′(x0).

Example 8.1.7. The function f(x, y) = 1 + 2x + xy2 has the following partial derivatives
at (0, 0)

f(0, 0) = 1, fx(0, 0) = (2 + y2)|x=0,y=0 = 2, fy(0, 0) = 2xy|x=0,y=0 = 0.

Therefore the candidate for the linear approximation is 1 + 2(x− 0) + 0(y − 0) = 1 + 2x.
However, for the differentiability, we still need to verify the linear approximation. By
∆x = x, ∆y = y, we get |f(x, y) − 1 − 2x| = |xy2| ≤ ‖(x, y)‖3∞. This verifies that
the candidate is indeed a linear approximation, so that f is differentiable at (0, 0), with
d(0,0)f = 2dx.

Example 8.1.8. The function f(x, y) =
√
|xy| satisfies f(0, 0) = 0, fx(0, 0) = 0, fy(0, 0) =

0. Therefore the candidate for the linear approximation at (0, 0) is the zero function.
However, by Example 6.2.2, the limit

lim
(x,y)→(0,0)

|f(x, y)|
‖(x, y)‖2

= lim
x→0,y→0

√
|xy|

x2 + y2

diverges. We conclude that f is not differentiable at (0, 0), despite the existence of the
partial derivatives.
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Example 8.1.9. For the map F in Example 8.1.2, we have F = (f, g), where f = x2 + y2

and g = xy. By fx = 2x, fy = 2y, gx = y, gy = x, we find that, if F is differentiable, then

the matrix for the derivative linear transform F ′ is

(
2x 2y
y x

)
. Indeed, this is exactly the

matrix for the linear transform in Example 8.1.2. However, as we saw in Example 8.1.8,
the computation of the partial derivatives does not yet imply the differentiability and is
therefore not a substitute for the argument in the earlier example.

Exercise 8.14. Discuss the existence of partial derivatives and the differentiability at (0, 0).
Assume all the parameters are positive.

1. f(x, y) =

(x2 + y2)p sin
1

x2 + y2
, if (x, y) 6= (0, 0),

0, if (x, y) = (0, 0).

2. f(x, y) =

|x|p|y|q sin
1

x2 + y2
, if (x, y) 6= (0, 0),

0, if (x, y) = (0, 0).

3. f(x, y) =


|x|p|y|q

(|x|m + |y|n)k
, if (x, y) 6= (0, 0),

0, if (x, y) = (0, 0).

4. f(x, y) =


(|x|p + |y|q)r

(|x|m + |y|n)k
, if (x, y) 6= (0, 0),

0, if (x, y) = (0, 0).

Exercise 8.15. Use the equality f ′(~x)(~v) = ∇f · ~v and Example 8.1.3 to compute the
gradient of the function ~x · ~x. The key point here is that you are not supposed to use the
coordinates or partial derivatives.

Exercise 8.16. What is the gradient of the determinant of 2× 2 matrix?

Exercise 8.17. Express the square of 2× 2 matrix explicitly as a map from R4 to itself and
compute its Jacobian matrix. Then compare your computation with Example 8.1.5.

Exercise 8.18. Express the inverse of 2× 2 matrix explicitly as a map from an open subset
of R4 to itself and compute its Jacobian matrix at the identity matrix. Then compare
your computation with Exercise 8.13.

Directional Derivative

Suppose a linear function a + l(∆~x) approximates f(~x) near ~x0. Then for any
straight line ~x0 + t~v passing through ~x0, the restriction a + l(t~v) = a + l(~v)t is a
linear function of t that approximates the restriction f(~x0 + t~v). This is equivalent
to the existence of the derivative of the single variable function f(~x0 + t~v) at t = 0.

Definition 8.1.2. Suppose f is defined near ~x0 and ~v is a vector of unit Euclidean
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length. The directional derivative of f at ~x0 along ~v is

D~vf(~x0) =
d

dt

∣∣∣∣
t=0

f(~x0 + t~v) = lim
t→0

f(~x0 + t~v)− f(~x0)

t
.

The partial derivatives are the derivatives along the standard basis vectors ~ei.
We assume that ~v has unit length because we wish to forget about the length when
considering the direction. For general ~v, we need to modify the vector to have unit
length. This means that the derivative of f in the direction of ~v is D ~v

‖~v‖2
f .

If f is differentiable at ~x0, then by the remark before the definition, f has
derivative along any direction, with (note that l = f ′(~x0))

D~vf(~x0) = f ′(~x0)(~v) = ∇f(~x0) · ~v.

Example 8.1.10. The function f = x2 + y2 + z2 is differentiable with gradient ∇f =
(2x, 2y, 2z). The derivative at (1, 1, 1) in the direction (2, 1, 2) is

D 1
3

(2,1,2)f(1, 1, 1) = ∇f(1, 1, 1) · 1

3
(2, 1, 2) =

1

3
(2, 2, 2) · (2, 1, 2) =

10

3
.

Example 8.1.11. Suppose f is differentiable, and the derivative of f in the directions (1, 1)
and (1,−1) are respectively 2 and −3. Then

D 1√
2

(1,1)f = (fx, fy) · 1√
2

(1, 1) =
fx + fy√

2
= 2,

D 1√
2

(1,−1)f = (fx, fy) · 1√
2

(1,−1) =
fx − fy√

2
= −3.

This gives the partial derivatives fx = − 1√
2

and fy =
5√
2

.

Note that if f is not assumed differentiable, then the existence of the derivatives in
the directions (1, 1) and (1,−1) does not necessarily imply the partial derivatives.

Example 8.1.12. Consider the function f(x, y) =
x2y

x2 + y2
for (x, y) 6= (0, 0) and f(0, 0) =

0. It has partial derivatives fx(0, 0) = fy(0, 0) = 0. Therefore if the function is differen-
tiable at (0, 0), then the directional derivative will be D~vf(0, 0) = (0, 0) · ~v = 0. On the
other hand, for ~v = (a, b), by the definition of directional derivative, we have

D~vf = lim
t→0

1

t

t3a2b

t2(a2 + b2)
= a2b.

Since this is not always zero, we conclude that the function is not differentiable at (0, 0).

Example 8.1.13. The function in Example 6.2.3 has zero directional derivative at (0, 0) in
every direction. So the equality D~vf(~x0) = ∇f(~x0) · ~v is satisfied. However, the function
may not even be continuous, let alone differentiable.

Exercise 8.19. Suppose Df = 1 in direction (1, 2, 2), Df =
√

2 in direction (0, 1,−1),
Df = 3 in direction (0, 0, 1). Find the gradient of f .
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Exercise 8.20. Suppose f is differentiable and ~u1, ~u2, . . . , ~un form an orthonormal basis.
Prove that

∇f = (D~u1f)~u1 + (D~u2f)~u2 + · · ·+ (D~unf)~un.

Condition for Differentiability

A differentiable map must have all the partial derivatives. However, Example 8.1.8
shows that the existence of partial derivatives does not necessarily imply the dif-
ferentiability. In fact, the partial derivatives only give a candidate linear approx-
imation, and further argument is needed to verify that the candidate indeed ap-
proximates. The following result shows that, under slightly stronger condition, the
verification is automatic.

Proposition 8.1.3. Suppose a map has all the partial derivatives near ~x0, and the
partial derivatives are continuous at ~x0. Then the map is differentiable at ~x0.

A differentiable map F : Rn → Rm is continuously differentiable if the map
~x 7→ F ′(~x) : Rn → Rmn is continuous. This is equivalent to the continuity of all the
partial derivatives.

Proof. We only prove for a two variable function f(x, y). The general case is similar.
Suppose the partial derivatives fx(x, y) and fy(x, y) exist near (x0, y0). Apply-

ing the Mean Value Theorem to f(t, y) for t ∈ [x0, x] and to f(x0, s) for s ∈ [y0, y],
we get

f(x, y)− f(x0, y0) = (f(x, y)− f(x0, y)) + (f(x0, y)− f(x0, y0))

= fx(c, y)∆x+ fy(x0, d)∆y,

for some c ∈ [x0, x] and d ∈ [y0, y]. If fx and fy are continuous at (x0, y0), then for
any ε > 0, there is δ > 0, such that (the L1-norm is used for ∆~x = (∆x,∆y))

|∆x|+ |∆y| < δ =⇒ |fx(x, y)− fx(x0, y0)| < ε, |fy(x, y)− fy(x0, y0)| < ε.

By |c− x0| ≤ |∆x| and |d− y0| ≤ |∆y|, we get

|∆x|+ |∆y| < δ =⇒ |c− x0|+ |y − y0| ≤ δ, |x0 − x0|+ |d− y0| ≤ δ
=⇒ |fx(c, y)− fx(x0, y0)| < ε, |fy(x0, d)− fy(x0, y0)| < ε

=⇒ |f(x, y)− f(x0, y0)− fx(x0, y0)∆x− fy(x0, y0)∆y|
= |(fx(c, y)− fx(x0, y0))∆x+ (fy(x0, d)− fy(x0, y0))∆y|
≤ ε|∆x|+ ε|∆y|.

This proves that f(x, y) is differentiable at (x0, y0).

Example 8.1.14. The function f(x, y) = 1 + 2x + xy2 in Example 8.1.7 has continuous
partial derivatives fx = 2 + y2, fy = 2xy. Therefore the function is differentiable.

The partial derivatives in Example 8.1.9 are continuous. Therefore the map in
Example 8.1.2 is differentiable.
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Example 8.1.15. On the plane, the polar coordinate (r, θ) and the cartesian coordinate
(x, y) are related by x = r cos θ, y = r sin θ. The relation is differentiable because the

partial derivatives are continuous. The Jacobian matrix
∂(x, y)

∂(r, θ)
=

(
cos θ −r sin θ
sin θ r cos θ

)
and

the differential

(
dx
dy

)
=
∂(x, y)

∂(r, θ)

(
dr
dθ

)
=

(
cos θdr − r sin θdθ
sin θdr + r cos θdθ

)
.

Example 8.1.16. By Proposition 3.1.5, the differentiability of a parameterized curve

φ(t) = (x1(t), x2(t), . . . , xn(t)) : (a, b)→ Rn

is equivalent to the existence of the derivatives x′i. Here the derivatives are not required
to be continuous. The Jacobian matrix is the vertical version of the tangent vector

φ′ = (x′1, x
′
2, . . . , x

′
n).

The derivative linear transform is φ′ : u ∈ R 7→ uφ′ ∈ Rn, the multiplication by the tangent
vector. Note that φ′ is used to denote the linear transform as well as the tangent vector.
The vector is the value of the linear transform at u = 1.

The definition of parameterized curve allows the constant curve and allows the tan-
gent vector to become zero. It also allows continuously differentiable curves to appear to
have sharp corners, such as this example

φ(t) =

{
(t2, 0), if t ≤ 0,

(0, t2), if t > 0.

To avoid such odd situations, we say that a differentiable parameterized curve is regular if
the tangent vector φ′ is never zero. In Example 8.4.5, we will explain that a continuously
differentiable regular curve can be locally expressed as all coordinates being differentiable
functions of some coordinate.

Example 8.1.17. The parameterized sphere (6.2.1) and the parameterized torus (6.2.2) are
differentiable surfaces in R3. In general, if a parameterized surface σ(u, v) : R2 → Rn is
differentiable, then the tangent vectors σu and σv span the tangent plane T(u0,v0)S. As a
linear map, the derivative σ′ is (s, t) 7→ sσu + tσv.

Similar to parameterized curves, we say that σ is regular if the tangent vectors σu
and σv are always linearly independent (so that the tangent plane T(u0,v0)S is indeed two
dimensional). In Example 8.4.6, we will explain that, in case σu and σv are continuous, this
is equivalent to the possibility of expressing all coordinates as continuously differentiable
functions of two coordinates.

Exercise 8.21. Compute the Jacobian matrix and the differential. Explain why the maps
are differentiable.

1. r =
√
x2 + y2, θ = arctan

y

x
.

2. u1 = x1 + x2 + x3, u2 = x1x2 + x2x3 + x3x1, u3 = x1x2x3.

3. x = r sinφ cos θ, y = r sinφ sin θ, z = r cosφ.

Exercise 8.22. Suppose a map F (~x) defined for ~x near ~0 satisfies ‖F (~x)‖ ≤ ‖~x‖p for some
p > 1. Show that F (~x) is differentiable at ~0. Therefore the sufficient condition in Propo-
sition 8.1.3 is not a necessary condition for the differentiability.
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Exercise 8.23. Construct a function that is differentiable everywhere but the partial deriva-
tives are not continuous at some point. What does the example tell you about Proposition
8.1.3?

Exercise 8.24. Suppose fx(x0, y0) exists. Suppose fy(x, y) exists for (x, y) near (x0, y0),
and is continuous at (x0, y0). Prove that f(x, y) is differentiable at (x0, y0). Extend the
fact to three or more variables.

Exercise 8.25. Suppose f(x) is a differentiable single variable function. Then by Exercise
6.51, the following function is continuous

F (x, y) =


f(x)− f(y)

x− y , if x 6= y,

f ′(x), if x = y.

Prove the following.

1. F is differentiable at (x0, x0) if and only if f has second order derivative at x0.

2. F ′ is continuous at (x0, x0) if and only f ′′ is continuous at x0.

8.2 Property of Linear Approximation
In Section 3.2, we developed the property of linear approximations as part of a
more general theory about approximations. All the discussions about the more
general theory can be carried to the multivariable. First we may extend the general
definition of approximation (Definition 3.1.1).

Definition 8.2.1. A map F (~x) is approximated near ~x0 by a map P (~x) with respect
to the base unit function u(~x) ≥ 0, denoted F ∼u P , if for any ε > 0, there is δ > 0,
such that

‖~x− ~x0‖ < δ =⇒ ‖F (~x)− P (~x)‖ ≤ εu(~x).

If we choose u(~x) = 1 and P (~x) = ~a, then we get the definition of continuity
at ~x0. If we choose u(~x) = ‖~x − ~x0‖ and P (~x) = ~a + L(~x − ~x0), then we get the
definition of differentiability.

The usual properties of general approximations can be extended, including
Propositions 3.2.3 to 3.2.5. The extension of Proposition 3.2.2 is more complicated,
and will be given by Theorem 8.3.1.

Exercise 8.26. Extend Exercises 3.45 to 3.4.

1. F ∼u P near ~x0 implies F (~x0) = P (~x0).

2. F ∼u P if and only if P ∼u F .

3. F ∼u P if and only if F − P ∼u ~0.

4. Suppose u(~x) 6= 0 for ~x 6= ~x0. Prove that F ∼u ~0 near ~x0 if and only if F (~x0) = ~0

and lim~x→~x0
F (~x)

u(~x)
= 0.

5. Suppose u(~x) ≤ Cv(~x) for a constant C. Prove that F ∼v P implies F ∼u P .
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Exercise 8.27. Extend Proposition 3.2.3: If F ∼u P and G ∼u Q, then F +G ∼u P +Q.

Exercise 8.28. Extend Proposition 3.2.4: Suppose B is a bilinear map, and P,Q, u are
bounded near ~x0. If F ∼u P and G ∼u Q, then B(F,G) ∼u B(P,Q).

Exercise 8.29. Extend Proposition ??: If F ∼u G and G ∼u H, then F ∼u H.

Exercise 8.30. Extend Proposition 3.2.5: Suppose F (~x) ∼u(~x) P (~x) near ~x0 and G(~y) ∼v(~y)

Q(~y) near ~y0 = f(~x0). Suppose

1. P is continuous at ~x0,

2. u is bounded near ~x0,

3. v(F (~x)) ≤ Au(~x) near ~x0 for a constant A,

4. |Q(~y1)−Q(~y2)| ≤ B|~y1 − ~y2| for ~y1, ~y2 near ~y0.

Then G(F (~x)) ∼u(~x) Q(P (~x)).

Arithmetic Rule and Leibniz Rule

Given the extension of general approximation theory, the usual rules for computing
derivatives can be extended to multivariables.

Suppose F,G : Rn → Rm are differentiable at ~x0. Then the sum F +G : Rn →
Rm is also differentiable at ~x0, with the derivative linear transform given by

(F +G)′ = F ′ +G′.

This means that the Jacobian matrix of F +G is the sum of the Jacobian matrices
of F and G. In terms of the individual entries of the Jacobian matrix, this means
∂(f + g)

∂xi
=

∂f

∂xi
+

∂g

∂xi
.

There are many different versions of “multivariable products”, such that the
scalar product, inner product, cross product. All the “products” of two maps
F : Rn → Rm1 and G : Rn → Rm2 are given by B(F,G) : Rn → Rk, for some
bilinear map B : Rm1 × Rm2 → Rk. The general Leibniz rule is

B(F,G)′ = B(F ′, G) +B(F,G′).

Here is the specific meaning of the formula at ~x0 ∈ Rn. For the map B(F,G) from
Rn to Rk, the derivative B(F,G)′(~x0) is a linear transform between the two vector
spaces. Moreover, F ′(~x0) is a linear transform that takes ~v ∈ Rn to F ′(~x0)(~v) ∈
Rm1 , and G(~x0) is a vector in Rm2 . Therefore B(F ′(~x0), G(~x0)) is a linear transform
that takes ~v ∈ Rn to B(F ′(~x0)(~v), G(~x0)) ∈ Rk. Similarly, B(F (~x0), G′(~x0)) is also
a linear transform from Rn to Rk. Therefore both sides of the general Leibniz rule
are linear transforms from Rn to Rk.

Each coordinate of B is a bilinear function. In terms of the individual terms

in the bilinear function, the general Leibniz rule means
∂(fg)

∂xi
=

∂f

∂xi
g + f

∂g

∂xi
.

Exercise 8.31. Prove the general Leibniz rule.
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Exercise 8.32. Extend the general Leibniz rule to G(F1, . . . , Fk), for a multilinear map G.

Exercise 8.33. Suppose F,G are differentiable at ~x0, and F (~x0) = ~0, G(~x0) = ~0.

1. Prove that for any bilinear map B, we have

B(F,G) ∼‖∆~x‖2 B(F ′(~x0)(∆~x), G′(~x0)(∆~x)).

2. Prove that for any quadratic map Q, we have

Q(F ) ∼‖∆~x‖2 Q(F ′(~x0)(∆~x)).

Moreover, extend to multilinear functions of more variables.

Exercise 8.34. Assuming multilinear maps and functions are differentiable, find the gradi-
ents of f + g, fg, F ·G.

Chain Rule

Suppose F : Rn → Rm is differentiable at ~x0 and G : Rm → Rk is differentiable at
~y0 = F (~x0). Then the composition G ◦ F : Rn → Rk is also differentiable at ~x0,
with the derivative given by the chain rule

(G ◦ F )′ = G′ ◦ F ′.

The right side is the composition of the linear transforms F ′(~x0) : Rn → Rm and
G′(~y0) = G′(F (~x0)) : Rm → Rk. This means that the Jacobian matrix of the
composition is the product of the Jacobian matrices of the maps. In terms of the
individual entries of the Jacobian matrix, the chain rule means

∂(g ◦ F )

∂xi
=

∂g

∂f1

∂f1

∂xi
+

∂g

∂f2

∂f2

∂xi
+ · · ·+ ∂g

∂fm

∂fm
∂xi

.

Exercise 8.35. Prove the chain rule for multivariable maps.

Exercise 8.36. Discuss the differentiability of a function f(‖~x‖2) of the Euclidean norm.

Exercise 8.37. Suppose F,G : Rn → Rn are maps that are inverse to each other. Suppose
F is differentiable at ~x0 and G is differentiable at ~y0 = F (~x0). Prove that the linear
transforms F ′(~x0) and G′(~y0) are inverse to each other.

Example 8.2.1. This example shows how to calculate the chain rule by the linear relations
between the differentials.

Suppose u = x2+y2, v = xy, x = r cos θ, y = r sin θ. The relations can be considered
as a composition (r, θ) 7→ (x, y) 7→ (u, v). The Jacobian matrix of the map (r, θ) 7→ (x, y)
can be presented as a linear transform (dr, dθ) 7→ (dx, dy) of the differentials(

dx
dy

)
=
∂(x, y)

∂(r, θ)

(
dr
dθ

)
=

(
cos θ −r sin θ
sin θ r cos θ

)(
dr
dθ

)
.



306 Chapter 8. Multivariable Differentiation

The Jacobian matrix of the map (x, y) 7→ (u, v) can be presented as a linear transform
(dx, dy) 7→ (du, dv) of the differentials(

du
dv

)
=
∂(u, v)

∂(x, y)

(
dx
dy

)
=

(
2x 2y
y x

)(
dx
dy

)
.

The composition of the linear transforms is given by the product of the Jacobian matrices(
du
dv

)
=

(
2x 2y
y x

)(
cos θ −r sin θ
sin θ r cos θ

)(
dr
dθ

)
=

(
2x cos θ + 2y sin θ −2xr sin θ + 2yr cos θ
y cos θ + x sin θ −yr sin θ + xr cos θ

)(
dr
dθ

)
=

(
2r 0

2r sin θ cos θ r2(cos2 θ − sin2 θ)

)(
dr
dθ

)
Therefore

∂u

∂r
= 2r,

∂u

∂θ
= 0,

∂v

∂r
= 2r sin θ cos θ,

∂v

∂θ
= r2(cos2 θ − sin2 θ).

Example 8.2.2. Suppose f(x) and g(x) are differentiable and f(x) > 0. This example
explains the classical computation of the derivative of f(x)g(x) by applying the idea in
Example 8.2.1 to the function φ(u, v) = uv.

Note that f(x)g(x) is the composition

x 7→ (u, v) = (f(x), g(x)) 7→ y = φ(u, v) = uv.

Then we get the linear relations between the differentials

dy =
∂uv

∂u
du+

∂uv

∂v
dv = vuv−1du+ uv log udv, du = f ′(x)dx, dv = g′(x)dx.

Substituting du and dv into dy, we get

dy = vuv−1f ′dx+ uv log u g′dx =
(
vuv−1f ′ + uv log u g′

)
dx.

Therefore(
f(x)g(x)

)′
=
dy

dx
= vuv−1f ′ + uv log u g′ = f(x)g(x)−1g(x)f ′(x) + f(x)g(x)g′(x) log f(x).

Example 8.2.3. This example explains the classical Leibniz rule in terms of the derivative
of the multiplication function µ(x, y) = xy in Example 8.1.1.

Let f(t) and g(t) be differentiable. Then the product f(t)g(t) is the composition

t ∈ R 7→ (x, y) = (f(t), g(t)) ∈ R2 7→ z = µ(x, y) = f(t)g(t).

The chain rule says that the derivative of f(t)g(t) is the composition

u ∈ R 7→ (uf ′(t), ug′(t)) ∈ R2 7→ yuf ′(t) + xug′(t) = u(g(t)f ′(t) + f(t)g′(t)).

Taking the value at u = 1, we get the usual Leibniz rule (f(t)g(t))′ = f ′(t)g(t) + f(t)g′(t).
We may also derive the classical Leibniz rule in the style of Example 8.2.1, by starting

with dµ = ydx+ xdy.
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Exercise 8.38. Suppose f(x, y) is a differentiable function. If f(t, t2) = 1, fx(t, t2) = t, find
fy(t, t2).

Exercise 8.39. The curves φ(t) = (t, t2) and ψ(t) = (t2, t) intersect at (1, 1). Suppose the
derivatives of a differentiable function f(x, y) along the two curves are respectively 2 and
3 at (1, 1), what is the gradient of f at (1, 1)?

Exercise 8.40. For differentiable f , express the gradient of f(x, y) in terms of the par-

tial derivatives fr, fθ and the directions ~er =
~xr
‖~xr‖2

= (cos θ, sin θ), ~eθ =
~xθ
‖~xθ‖2

=

(− sin θ, cos θ) in the polar coordinates. Exercise 8.113 is a vast generalization.

Exercise 8.41. Prove that a differentiable function f(x, y) depends only on the angle in
the polar coordinate if and only if xfx + yfy = 0. Can you make a similar claim for a
differentiable function that depends only on the length.

Exercise 8.42. Suppose differentiable functions f and g satisfy f(u, v, w) = g(x, y, z) for
u =
√
yz, v =

√
zx, w =

√
xy. Prove that ufu + vfv + wfw = xgx + ygy + zgz. Exercise

8.137 is a vast generalization.

Exercise 8.43. Find the partial differential equation characterizing differentiable functions

f(x, y) of the form f(x, y) = h(xy). What about functions of the form f(x, y) = h
( y
x

)
?

Exercise 8.44. Suppose f(~x) is a multivariable differentiable function and g(t) is a single
variable differentiable function. What is the gradient of g(f(~x))? Extend your answer
to the composition g(F (~x)) of a multivariable differentiable map F and a multivariable
differentiable function g.

Example 8.2.4. Example 8.1.6 gives the derivative det′(I)(H) = trH of the determinant
function at the identity matrix I. Although the idea can be used to calculate the derivative
at the other matrices, the formula obtained is rather complicated (see Exercise 8.11). For
invertible A, we may use the chain rule to find another formula for det′(A).

The determinant is the composition

X ∈ Rn
2

7→ Y = A−1X ∈ Rn
2

7→ y = detY ∈ R 7→ x = (detA)y ∈ R.

Starting from X0 = A on the left, we get corresponding Y0 = I, y0 = 1, x0 = detA. The
corresponding composition of linear approximations at these locations is

dX 7→ dY = A−1dX 7→ dy = trdY 7→ dx = (detA)dy.

Thus we get dx = (detA)tr(A−1dX). In other words, the derivative of the determinant
function at A is det′(A)(H) = (detA)tr(A−1H).

Exercise 8.45. For any invertible matrix A, the inverse map is the composition of the
following three maps

X 7→ A−1X, X 7→ X−1, X 7→ XA−1.

Use this and Exercise 8.13 to find the derivative of the inverse matrix map at A.
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Example 8.2.5. The restriction of a function f on a parameterized curve φ(t) : (a, b)→ Rn
is the composition f(φ(t)). If both f and φ are differentiable, then the change of f along
φ is

f(φ(t))′ = f ′(φ(t))(φ′(t)) = ∇f(φ(t)) · φ′(t) = ‖φ′‖2D φ′
‖φ′‖2

f.

The detailed chain rule formula is

d

dt
f(x1(t), . . . , xn(t)) =

∂f

∂x1
x′1(t) + · · ·+ ∂f

∂xn
x′n(t).

We emphasise that the chain rule may not hold if f is not differentiable. For a

counterexample, consider f(x, y) =
xy

x2 + y2
for (x, y) 6= (0, 0), f(0, 0) = 0, and φ(t) =

(t, t2). On the left, we have

f(φ(t)) =
t

1 + t2
,

d

dt

∣∣∣∣
t=0

f(φ(t)) = 1.

On the right, we have φ(0) = (0, 0) and

fx(0, 0) = fy(0, 0) = 0, φ′(0) = (1, 2t), fx(0, 0)x′(0) + fy(0, 0)y′(0) = 0.

We see that the chain rule fails.

Exercise 8.46. If the chain rule formula in Example 8.2.5 is applied to a straight line
φ(t) = ~x0 + t~v, where ~v has unit length, then we get the formula D~vf = ∇f · ~v for
calculating the directional derivative. Explain that the function in Example 8.1.12 fails
the chain rule and is therefore not differentiable.

Exercise 8.47. If f(φ(t)) satisfies the chain rule for all straight lines φ(t), is it true that f
is differentiable?

Exercise 8.48. In Examples 8.1.12 and 8.2.5, we saw that the chain rule may not hold
for F ◦ G if F only has partial derivatives but is not differentiable. Can you find a
counterexample where G only has partial derivatives but is not differentiable?

Mean Value Theorem

Suppose a function f(~x) is differentiable along the straight line connecting ~a to ~b

φ(t) = (1− t)~a+ t~b, t ∈ [0, 1].

Then the restriction of the function on the straight line is a single variable differ-
entiable function g(t) = f((1 − t)~a + t~b) on [0, 1], and we have the Mean Value
Theorem for the multivariable function f

f(~b)− f(~a) = g(1)− g(0) = g′(c)(1−0) = f ′(~c)(~b−~a) = ∇f(~c) · (~b−~a), c ∈ (0, 1),

where the second equality is the Mean Value Theorem of single variable function
and the last two equalities follow from Example 8.2.5.

For a multivariable map, the Mean Value Theorem may be applied to each co-
ordinate function. However, the choice of ~c may be different for different coordinate.
The following is a more unified extension.
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Proposition 8.2.2. Suppose a map F is differentiable along the straight line con-
necting ~a and ~b. Then there is ~c on the straight line, such that

‖F (~b)− F (~a)‖2 ≤ ‖F ′(~c)‖‖~b− ~a‖2.

where the norm ‖F ′(~c)‖ is induced from the Euclidean norms.

Proof. For any fixed vector ~u, the function f(~x) = F (~x) · ~u is the composition
~x 7→ ~y = F (~x) 7→ z = ~y · ~u. Since the second map is linear, the derivative f ′(~c) is
the composition

d~x 7→ d~y = F ′(~c)(d~x) 7→ dz = d~y · ~u = F ′(~c)(d~x) · ~u.

By the discussion before the proposition, we have

(F (~b)− F (~a)) · ~u = f(~b)− f(~a) = f ′(~c)(~b− ~a) = F ′(~c)(~b− ~a) · ~u.

By Schwarz’s inequality, we have

|(F (~b)− F (~a)) · ~u| ≤ ‖F ′(~c)(~b− ~a)‖2‖~u‖2 ≤ ‖F ′(~c)‖‖~b− ~a‖2‖~u‖2.

If we take ~u = F (~b) − F (~a) at the beginning, then we get ‖F (~b) − F (~a)‖2 ≤
‖F ′(~c)‖‖~b− ~a‖2.

Exercise 8.49. What can you say about Proposition 8.2.2 if the norms are not Euclidean?

Exercise 8.50. Suppose a differentiable map on a path connected open subset has zero
derivative everywhere. Prove that the map is a constant map. This extends Proposition
3.3.4. What if only some partial derivatives are constantly zero?

8.3 Inverse and Implicit Differentiations
Two primary problems about multivariable maps are the invertibility of maps (such
as the change of variables between the cartesian and the polar coordinates), and
solving systems of equations. The problems can be solved if the corresponding linear
approximation problems can be solved.

Inverse Differentiation

Suppose a single variable function f(x) has continuous derivative near x0. If
f ′(x0) 6= 0, then f ′(x) is either positive for all x near x0 or negative for all x
near x0. Thus f(x) is strictly monotone and is therefore invertible near x0. More-
over, Theorem 3.2.2 says that the inverse function is also differentiable at x0, with
the expected linear approximation.

The multivariable extension is the following.

Theorem 8.3.1 (Inverse Function Theorem). Suppose F : Rn → Rn is continuously
differentiable near ~x0. Suppose the derivative F ′(~x0) is an invertible linear map.
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Then there is an open subset U around ~x0, such that F (U) is also open, F : U →
F (U) is invertible, F−1 : F (U) → U is differentiable, and (F−1)′(~y) = (F ′(~x))−1

when ~y = F (~x).

The theorem basically says that if the linear approximation of a map is in-
vertible, then the map is also invertible, at least locally. Exercise 3.41 shows that
the continuity assumption cannot be dropped from the theorem.

The inverse function F−1 is also differentiable, and should be approximated
by the inverse linear transform (F ′)−1. This is the last conclusion of the theorem
and can be compared with Theorem 3.2.2.

Proof. For any ~y near ~y0 = F (~x0), we wish to find ~x near ~x0 satisfying F (~x) = ~y.
To solve the problem, we approximate the map F (~x) by the linear map L0(~x) =
F (~x0)+F ′(~x0)(~x−~x0) and solve the similar approximate linear equation L0(~x) = ~y.
The solution ~x1 of L0(~x) = ~y satisfies

~y = F (~x0) + F ′(~x0)(~x1 − ~x0) = ~y0 + F ′(~x0)(~x1 − ~x0). (8.3.1)

Although not exactly equal to the solution ~x that we are looking for, ~x1 is often
closer to ~x than ~x0. See Figure 8.3.1. So we repeat the process by using L1(~x) =
F (~x1)+F ′(~x0)(~x−~x1) to approximate F near ~x1 and solve the similar approximate
linear equation L1(~x) = ~y to get solution ~x2. Continuing the process with the linear
approximation L2(~x) = F (~x2) + F ′(~x0)(~x − ~x2) of F near ~x2 and so on, we get a
sequence ~xk inductively defined by

~y = Lk(~xk+1) = F (~xk) + F ′(~x0)(~xk+1 − ~xk). (8.3.2)

~x1 ~x2

~x3

~y

~x

L0 L1 L2

F

(~x0, ~y0)

Figure 8.3.1. Find ~x satisfying F (~x) = ~y.

To prove the expectation that the sequence ~xk converges to a solution ~x of the
equation F (~x) = ~y, we use the approximation of F near ~x0

F (~x) = F (~x0) + F ′(~x0)(~x− ~x0) +R(~x), R(~x) = o(‖~x− ~x0‖), (8.3.3)
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to substitute F (~xk) in (8.3.2). We get

~y = F (~x0) + F ′(~x0)(~xk − ~x0) +R(~xk) + F ′(~x0)(~xk+1 − ~xk)

= F (~x0) + F ′(~x0)(~xk+1 − ~x0) +R(~xk). (8.3.4)

With k − 1 in place of k, the relation becomes

~y = F (~x0) + F ′(~x0)(~xk − ~x0) +R(~xk−1).

Taking the difference between this and (8.3.4), we get

F ′(~x0)(~xk+1 − ~xk) +R(~xk)−R(~xk−1) = ~0. (8.3.5)

This will give us a relation between ~xk+1 − ~xk and ~xk − ~xk−1.
By the continuity of F ′ at ~x0, for any ε > 0, there is δ > 0, such that F is

defined on the ball B(~x0, δ) and

‖~x− ~x0‖ < δ =⇒ ‖R′(~x)‖ = ‖F ′(~x)− F ′(~x0)‖ < ε. (8.3.6)

If we know ~xk, ~xk−1 ∈ B(~x0, δ), then the straight line connecting ~xk and ~xk−1 still
lies in B(~x0, δ). By (8.3.5), (8.3.6) and Proposition 8.2.2 (from now on, the norms
in the proof are the Euclidean norms),

‖~xk+1 − ~xk‖ = ‖F ′(~x0)−1(R(~xk)−R(~xk−1))‖
≤ ‖F ′(~x0)−1‖‖R(~xk)−R(~xk−1)‖
≤ ε‖F ′(~x0)−1‖‖~xk − ~xk−1‖. (8.3.7)

If we fix some 0 < α < 1 and assume ε <
α

‖F ′(~x0)−1‖
at the beginning, then

we get ‖~xk+1−~xk‖ ≤ α‖~xk−~xk−1‖. Therefore, if we know ~x1, ~x2, . . . , ~xk ∈ B(~x0, δ),
then

‖~xi+1 − ~xi‖ ≤ αi‖~x1 − ~x0‖, 0 ≤ i ≤ k,

so that for any 0 ≤ j < i ≤ k + 1, we have

‖~xi − ~xj‖ ≤ (αj + αj+1 + · · ·+ αi−1)‖~x1 − ~x0‖ <
αj

1− α
‖~x1 − ~x0‖. (8.3.8)

How do we know ~x1, ~x2, . . . , ~xk ∈ B(~x0, δ), so that the estimations (8.3.7) and
(8.3.8) hold? The estimation (8.3.8) tells us that if ~x1, ~x2, . . . , ~xk ∈ B(~x0, δ), then

‖~xk+1 − ~x0‖ <
1

1− α
‖~x1 − ~x0‖ ≤

1

1− α
‖F ′(~x0)−1‖‖~y − ~y0‖,

where (8.3.1) is used in the second inequality. The right side will be < δ if we
assume ~y satisfies

‖~y − ~y0‖ <
(1− α)δ

‖F ′(~x0)−1‖
. (8.3.9)
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Under the assumption, we still have ~xk+1 ∈ B(~x0, δ) and the inductive estimation
can continue.

In summary, we should make the following rigorous setup at the very beginning

of the proof: Assume 0 < α < 1 is fixed, 0 < ε <
α

‖F ′(~x0)−1‖
is given, and δ > 0 is

found so that (8.3.6) holds. Then for any ~y satisfying (8.3.9), we may inductively
construct a sequence ~xk by the formula (8.3.2). The sequence satisfies (8.3.8).
Therefore it is a Cauchy sequence and converges to some ~x. Taking the limit of
(8.3.2), we get ~y = F (~x), which means that ~x is a solution we are looking for.
Moreover, the solution ~x satisfies

‖~x− ~x0‖ = lim ‖~xk+1 − ~x0‖ ≤
1

1− α
‖F ′(~x0)−1‖‖~y − ~y0‖ < δ.

Geometrically, this means

F (B(~x0, δ)) ⊃ B
(
~y0,

(1− α)δ

‖F ′(~x0)−1‖

)
. (8.3.10)

Note that so far we have only used the fact that F ′ is continuous at ~x0 and F ′(~x0)
is invertible.

Since F ′ is continuous and F ′(~x0) is invertible, by choosing δ even smaller,
we may further assume that F ′(~x) is actually invertible for any ~x ∈ U = B(~x0, δ).
We claim that the image F (U) is open. A point in F (U) is of the form F (~x) for
some ~x ∈ U . With ~x playing the role of ~x0 in the earlier argument, we may find

αx, εx and sufficiently small δx, with B(~x, δx) ⊂ U . Then for δ′x =
(1− αx)δx
‖F ′(~x)−1‖

, the

inclusion (8.3.10) becomes

B(F (~x), δ′x) ⊂ F (B(~x, δx)) ⊂ F (U).

Therefore F (U) contains a ball around F (~x). This proves that F (U) is open.
Next we prove that F is one-to-one on the ball U , so that U can be used as

the open subset in the statement of the theorem. By the approximation (8.3.3) and
the estimation (8.3.6), for any ~x, ~x ′ ∈ U = B(~x0, δ),

‖F (~x)− F (~x ′)‖ = ‖F ′(~x0)(~x− ~x ′) +R(~x)−R(~x ′)‖
≥ ‖F ′(~x0)(~x− ~x ′)‖ − ε‖~x− ~x ′‖

≥
(

1

‖F ′(~x0)−1‖
− ε
)
‖~x− ~x ′‖

≥ 1− α
‖F ′(~x0)−1‖

‖~x− ~x ′‖. (8.3.11)

Since α < 1, ~x 6= ~x ′ implies F (~x) 6= F (~x ′).
It remains to prove the differentiability of the inverse map. By (8.3.3), for

~y ∈ F (U) and ~x = F−1(~y), we have

~x = ~x0 + F ′(~x0)−1(~y − ~y0)− F ′(~x0)−1R(~x).
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Then by R(~x0) = ~0, ‖R′(~x)‖ < ε along the line connecting ~x0 and ~x, and Proposition
8.2.2, we get

‖F ′(~x0)−1R(~x)‖ ≤ ‖F ′(~x0)−1‖‖R(~x)−R(~x0)‖
≤ ε‖F ′(~x0)−1‖‖~x− ~x0‖

≤ ε‖F ′(~x0)−1‖2

1− α
‖~y − ~y0‖,

where the last inequality makes use of (8.3.11). The estimation shows that ~x0 +
F ′(~x0)−1(~y− ~y0) is a linear approximation of F−1(~y). Therefore the inverse map is
differentiable at ~x0, with (F−1)′(~y0) = F ′(~x0)−1.

Note that most of the proof only makes use of the assumption that the deriva-
tive F ′ is continuous at ~x0. The assumption implies that the image of a ball around
~x0 contains a ball around F (~x0). Based on this fact, the continuity of the derivative
everywhere is (only) further used to conclude that the image of open subsets must
be open.

The proof includes a method for computing the inverse function. In fact, it
appears to be more efficient to use

Ln(~x) = F (~xk) + F ′(~xk)(~x− ~xk)

to approximate F at ~xk (with F ′ at ~xk instead of at ~x0). The method is quite
effective in case the dimension is small (so that F ′(~xk)−1 is easier to compute). In
particular, for a single variable function f(x), the solution to f(x) = 0 can be found
by starting from x0 and successively constructing

xn+1 = xn −
f(xn)

f ′(xn)
.

This is Newton’s method.

~y

~x

L0 L1 L2

F

(~x0, ~y0)

Figure 8.3.2. Newton’s method.
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Example 8.3.1. In Example 8.1.15, we computed the differential of the cartesian coordinate
in terms of the polar coordinate. The Jacobian matrix is invertible away from the origin, so
that the polar coordinate can also be expressed locally in terms of the cartesian coordinate.
In fact, the map (r, θ) → (x, y) is invertible for (r, θ) ∈ (0,+∞)× (a, a+ 2π). By solving
the system dx = cos θdr − r sin θdθ, dy = sin θdr + r cos θdθ, we get

dr = cos θdx+ sin θdy, dθ = −r−1 sin θdx+ r−1 cos θdy.

By the Inverse Function Theorem, the coefficients form the Jacobian matrix

∂(r, θ)

∂(x, y)
=

(
cos θ sin θ

−r−1 sin θ r−1 cos θ

)
.

Exercise 8.51. Use the differential in the third part of Exercise 8.21 to find the differential
of the change from the cartesian coordinate (x, y, z) to the spherical coordinate (r, φ, θ).

Exercise 8.52. Suppose x = eu + u cos v, y = eu + u sin v. Find the places where u and v

can be locally expressed as differentiable functions of x and y and then compute
∂(u, v)

∂(x, y)
.

Exercise 8.53. Find the places where z can be locally expressed as a function of x and y
and then compute zx and zy.

1. x = s+ t, y = s2 + t2, z = s3 + t3.

2. x = es+t, y = es−t, z = st.

Exercise 8.54. Change the partial differential equation (x + y)ux − (x − y)uy = 0 to an
equation with respect to the polar coordinate (r, θ).

Exercise 8.55. Consider the square map X 7→ X2 of n×n matrices. Find the condition for
the square map to have continuously differentiable inverse near a diagonalizable matrix.
Moreover, find the derivative of the inverse map (the “square root” of a matrix).

Implicit Differentiation

Suppose a continuous function f(x, y) has continuous partial derivative fy near
(x0, y0) and satisfies f(x0, y0) = 0, fy(x0, y0) 6= 0. If fy(x0, y0) > 0, then fy(x, y) >
0 for (x, y) near (x0, y0). Therefore for any fixed x, f(x, y) is strictly increasing in
y. In particular, for some small ε > 0, we have f(x0, y0 + ε) > f(x0, y0) = 0 and
f(x0, y0 − ε) < f(x0, y0) = 0. By the continuity in x, there is δ > 0, such that
f(x, y0 + ε) > 0 and f(x, y0 − ε) < 0 for any x ∈ (x0 − δ, x0 + δ). Now for any
fixed x ∈ (x0− δ, x0 + δ), f(x, y) is strictly increasing in y and has different signs at
y0 + ε and y0 − ε. Therefore there is a unique y = y(x) ∈ (y0 − ε, y0 + ε) satisfying
f(x, y) = 0. If fy(x, y) < 0, the same argument also gives the unique existence of
“solution” y(x).

We say y(x) is an implicit function of x because the function is only implicitly
given by the equation f(x, y) = 0.

The argument shows that if f(x0, y0) = 0 and fy(x0, y0) 6= 0, plus some
continuity condition, then the equation f(x, y) = 0 can be solved to define a function
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−

+

y = y(x)

y0 + ε

y0 − ε

x0 + δx0 − δ
(x0, y0)

Figure 8.3.3. Implicitly defined function.

y = y(x) near (x0, y0). If f is differentiable at (x0, y0), then the equation f(x, y) = 0
is approximated by the linear equation

fx(x0, y0)(x− x0) + fy(x0, y0)(y − y0) = 0.

The assumption fy(x0, y0) 6= 0 makes it possible to solve the linear equation and get

y = y0 −
fx(x0, y0)

fy(x0, y0)
(x − x0). So the conclusion is that if the linear approximation

implicitly defines a function, then the original equation also implicitly defines a
function.

In general, consider a differentiable map F : Rn × Rm = Rm+n → Rm. We
have

F ′(~x0, ~y0)(~u,~v) = F ′(~x0, ~y0)(~u,~0) + F ′(~x0, ~y0)(~0, ~v)

= F~x(~x0, ~y0)(~u) + F~y(~x0, ~y0)(~v),

where F~x(~x0, ~y0) : Rn → Rm and F~y(~x0, ~y0) : Rm → Rm are linear transforms and
generalize the partial derivatives. In terms of the Jacobian matrix, F ′ can be written
as the block matrix (F~x F~y).

The equation F (~x, ~y) = ~0 is approximated by the linear equation

F~x(~x0, ~y0)(~x− ~x0) + F~y(~x0, ~y0)(~y − ~y0) = ~0. (8.3.12)

The linear equation defines ~y as a linear map of ~x (in other words, the linear equation
has a unique solution ~x for each ~y) if and only if the linear transform F~y(~x0, ~y0) is
invertible. We expect the condition to be also the condition for the original equation
F (~x, ~y) = ~0 to locally define ~y as a map of ~x. Moreover, this map should be linearly
approximated by the solution

∆~y = −F−1
~y F~x∆~x

to the linear approximation equation (8.3.12), so that −F−1
~y F~x should be the deriva-

tive of the map.
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Theorem 8.3.2 (Implicit Function Theorem). Suppose F : Rn×Rm → Rm is continu-
ously differentiable near (~x0, ~y0) and satisfies F (~x0, ~y0) = ~0. Suppose the derivative
F~y(~x0, ~y0) : Rm → Rm in ~y is an invertible linear map. Then there is an open
subset U around ~x0 and a unique map G : U ⊂ Rn → Rm, such that G(~x0) = ~y0

and F (~x,G(~x)) = ~0. Moreover, G is continuously differentiable near ~x0 and G′ =
−F−1

~y F~x.

Proof. The map H(~x, ~y) = (~x, F (~x, ~y)) : Rm+n → Rm+n has continuous derivative

H ′(~u,~v) = (~u, F~x(~u) + F~y(~v))

near ~x0. The invertibility of F~y(~x0, ~y0) implies the invertibility of H ′(~x0, ~y0). Then
by the Inverse Function Theorem, H has inverse H−1 = (S, T ) that is continuously
differentiable near H(~x0, ~y0) = (~x0,~0), where S : Rm+n → Rn and T : Rm+n → Rm.
Since HH−1 = (S, F (S, T )) is the identity, we have S(~x, ~z) = ~x and F (~x, T (~x, ~z)) =
~z. Then

F (~x, ~y) = ~0 ⇐⇒ H(~x, ~y) = (~x,~0)

⇐⇒ (~x, ~y) = H−1(~x,~0) = (S(~x,~0), T (~x,~0)) = (~x, T (~x,~0)).

Therefore ~y = G(~x) = T (~x,~0) is exactly the solution of F (~x, ~y) = ~0.
Finally, we may differentiate the equality F (~x,G(~x)) = ~0 to get

F~x + F~yG
′ = 0.

Since F~y is invertible, this implies G′ = −F−1
~y F~x.

Example 8.3.2. The unit sphere S2 ⊂ R3 is given by the equation f(x, y, z) = x2+y2+z2 =
1. By fz = 2z and the Implicit Function Theorem, z can be expressed as a function of
(x, y) near any place where z 6= 0. In fact, the expression is z = ±

√
1− x2 − y2, where

the sign is the same as the sign of z. By solving the equation

df = 2xdx+ 2ydy + 2zdz = 0,

we get dz = −x
z
dx− y

z
dy. Therefore zx = −x

z
and zy = −y

z
.

Exercise 8.56. Find the places where the map is implicitly defined and compute the deriva-
tives of the map.

1. x3 + y3 − 3axy = 0, find
dy

dx
.

2. x2 + y2 + z2 − 4x+ 6y − 2z = 0, find
∂z

∂(x, y)
and

∂x

∂(y, z)
.

3. x2 + y2 = z2 + w2, x+ y + z + w = 1, find
∂(z, w)

∂(x, y)
and

∂(x,w)

∂(y, z)
.

4. z = f(x+ y + z, xyz), find
∂z

∂(x, y)
and

∂x

∂(y, z)
.
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Exercise 8.57. Verify that the implicitly defined function satisfies the partial differential
equation.

1. f(x− az, y − bz) = 0, z = z(x, y) satisfies azx + bzy = 1.

2. x2 + y2 + z2 = yf

(
z

y

)
, z = z(x, y) satisfies (x2 − y2 − z2)zx + 2xyzy = 4xz.

Exercise 8.58. In solving the equation f(x, y) = 0 for two variable functions, we did not
assume anything about the partial derivative in x. Extend the discussion to the general
multivariable case and point out what conclusion in the Implicit Function Theorem may
not hold.

8.4 Submanifold

Hypersurface

A surface usually means a nice 2-dimensional subset of R3, and is often given as a
level f(x, y, z) = c of a function. For example, if f = x2 + y2 + z2 is the square of
the distance to the origin, then the levels of f (for c > 0) are the spheres. If f is
the distance to a circle in R3, then the levels are the tori. In general, if f is the
distance to a curve, then the surface we get is the tube around the curve.

A hypersurface is a nice (n − 1)-dimensional subset of Rn, and is often given
as a level

Sc = {~x : f(~x) = c}

of a function f(~x) on Rn. The unit sphere Sn−1 is the level f(x) = 1 of f(x) =
~x · ~x = ‖~x‖22. The (n− 1)-dimensional hyperplanes orthogonal to ~a are the levels of
a linear functional f(~x) = ~a · ~x. On the other hand, a hypersurface in R2 is simply
a curve.

A function f does not change along a parameterized curve φ if and only if the
curve lies in a level hypersurface Sc. The tangent space of Sc then consists of the
tangent vectors of all the curves inside the level

TSc = {φ′(t) : φ(t) ∈ Sc}
= {φ′(t) : f(φ(t)) = c}
= {φ′(t) : f(φ(t))′ = ∇f · φ′(t) = 0}
= {~v : ∇f · ~v = 0}.

This is the vector subspace orthogonal to the gradient. Therefore the unit length
vector

~n =
∇f
‖∇f‖2

in the direction of the gradient is the normal vector of the hypersurface.
On the other hand, the function changes only if one jumps from one level

Sc to a different level Sc′ . The jump is measured by the directional derivative
D~vf = ∇f ·~v, which is biggest when ~v is the normal vector ~n. This means that the
change is fastest when one moves orthogonal to the levels. Moreover, the magnitude
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φ′

∇f

φ

Sc

TSc

Figure 8.4.1. Tangent space of level hypersurface.

‖∇f‖2 = D~nf of the gradient measures how fast this fastest jump is. Therefore
‖∇f‖2 measures how much the levels are “squeezed” together.

∇f
∇f

∇f ∇f

∇f

Figure 8.4.2. Longer ∇f means the levels are closer to each other.

Example 8.4.1. The graph of a differentiable function f(x, y) defined on an open subset
U ⊂ R2 is a surface

S = {(x, y, f(x, y)) : (x, y) ∈ U}.
The surface can be considered as a level g(x, y, z) = z − f(x, y) = 0. The tangent space
of S is orthogonal to ∇g = (−fx,−fy, 1). The normal vector of the graph surface is

~n =
(−fx,−fy, 1)√
f2
x + f2

y + 1
.

Example 8.4.2. The gradient of the function ~x · ~x = ‖~x‖22 is 2~x. Therefore the tangent

space of the sphere Sn−1 is orthogonal to ~x, and the normal vector is ~n =
~x

‖~x‖2
.
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Example 8.4.3. We try to characterize continuously differentiable functions f(x, y) satis-
fying xfx = yfy. Note that the condition is the same as ∇f ⊥ (x,−y), which is equivalent
to ∇f being parallel to (y, x) = ∇(xy). This means that the levels of f and the levels of
xy are tangential everywhere. Therefore we expect the levels of f(x, y) and xy to be the
same, and we should have f(x, y) = h(xy) for some continuously differentiable h(t).

For the rigorous argument, let f(x, y) = g(x, xy), or g(x, z) = f
(
x,
z

x

)
, for the case

x 6= 0. Then

gx = fx −
z

x2
fy =

1

x

(
xfx −

z

x
fy
)

= 0.

This shows that g is independent of the first variable, and we have f(x, y) = h(xy). For
the case y 6= 0, we may get the same conclusion by defining f(x, y) = g(xy, y).

A vast extension of the discussion is the theory of functional dependence. See Exer-
cises 8.119 through 8.124.

Exercise 8.59. Extend Example 8.4.1 to hypersurface in Rn given by the graph of a function
on an open subset of Rn−1.

Exercise 8.60. Find continuously differentiable functions satisfying the equations.

1. afx = bfy.

2. xfx + yfy = 0.

3. fx = fy = fz.

4. xfx = yfy = zfz.

Exercise 8.61. Suppose ~a is a nonzero vector in Rn. Suppose ~b1, ~b2, . . . , ~bn−1 are linearly
independent vectors orthogonal to ~a. Prove that a function f on whole Rn (or on any

open convex subset) satisfies D~af = 0 if and only if f(~x) = g(~b1 · ~x,~b2 · ~x, . . . ,~bn−1 · ~x) for
some function g on Rn−1.

Submanifold of Euclidean Space

We have been vague about how “nice” a subset needs to be in order to become a
hypersurface. At least we know that the graph of a differentiable function should
be considered as a hypersurface. In fact, we wish to describe nice k-dimensional
subsets in Rn, where k is not necessarily n−1. The graph of a map F : Rk → Rn−k

{(~x, F (~x)) : ~x ∈ Rk} ⊂ Rn

should be considered as a nice k-dimensional subset in Rn. In general, however, we
should not insist that it is always the last n− k coordinates that can be expressed
as a map of the first k coordinates.

Definition 8.4.1. A k-dimensional (differentiable) submanifold of Rn is a subset
M , such that near any point on M , the subset M is the graph of a continuously
differentiable map of some choice of n − k coordinates in terms of the other k
coordinates.

Example 8.4.4. The unit circle S1 = {(x, y) : x2 + y2 = 1} ⊂ R2 is the graph of a function
of y in x near (x0, y0) ∈ S1 if y0 6= 0. In fact, the function is given by y = ±

√
1− x2,
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where the sign is the same as the sign of y0. The unit circle is also the graph of a function
of x in y near (x0, y0) if x0 6= 0. Therefore the unit circle is a 1-dimensional submanifold
of R2.

Example 8.4.5. Suppose a parameterized curve φ(t) = (x(t), y(t), z(t)) is continuously
differentiable, and the tangent vector φ′(t) is never zero. At a point φ(t0) on the curve,
at least one coordinate of φ′(t0) must be nonzero, say x′(t0) 6= 0. Then by the continuity
of x′, we have x′ > 0 near t0 or x′ < 0 near t0. Therefore x(t) is strictly monotone
and must be invertible near t0. By Proposition 3.2.2, x = x(t) has differentiable inverse

t = t(x) near x0 = x(t0), and t′(x) =
1

x′(t(x))
is continuous. Therefore the curve may be

reparameterized by x near φ(t0)

ψ(x) = φ(t(x)) = (x, y(t(x)), z(t(x))).

In other words, the coordinates y and z are continuously differentiable functions of the
coordinate x. Similarly if y′(t0) 6= 0 or z′(t0) 6= 0, then near φ(t0), x, z are continuous
functions of y, or (x, y) are continuous functions of z. We conclude that the parameterized
curve is a 1-dimensional submanifold.

Of course the argument is not restricted to curves in R3. If a continuously differen-
tiable parameterized curve φ(t) in Rn is regular, in the sense that φ′(t) 6= ~0 for any t, then
the curve is a 1-dimensional submanifold of Rn.

For a specific example, the parameterized unit circle φ(t) = (cos t, sin t) has the
tangent φ′(t) = (− sin t, cos t). If x′ = − sin t 6= 0 (i.e., away from (1, 0) and (−1, 0)), then
x(t) = cos t has local inverse t = arccosx, so that y = sin t = sin(arccosx) = ±

√
1− x2

is a continuously differentiable function of x. Similarly, away from (0, 1) and (0,−1),
x = cos(arcsin y) = ±

√
1− y2 is a continuously differentiable function of y. Therefore the

parameterized unit circle is a submanifold.

Example 8.4.6. A parameterized surface σ(u, v) is regular if the tangent vectors σu and
σv are not parallel. In other words, they are linearly independent.

For the parameterized sphere (6.2.1), we have

∂(x, y, z)

∂(φ, θ)
=
(
σφ σθ

)
=

cosφ cos θ − sinφ sin θ
cosφ sin θ sinφ cos θ
− sinφ 0

 .

The parameterized sphere is regular if and only if the matrix has rank 2. This happens
exactly when sinφ 6= 0, i.e., away from the north pole (0, 0, 1) and the south pole (0, 0,−1).

If sinφ 6= 0 and cosφ 6= 0 (i.e., away from the two poles and the equator), then

the first two rows
∂(x, y)

∂(φ, θ)
of

∂(x, y, z)

∂(φ, θ)
is invertible. By the Inverse Function Theorem

(Theorem 8.3.1), the map (φ, θ) 7→ (x, y) is locally invertible. In fact, the inverse in given by

φ = arcsin
√
x2 + y2, θ = arctan

y

x
. Substituting into z = cosφ, we get z =

√
1− x2 − y2

on the northern hemisphere and z = −
√

1− x2 − y2 on the southern hemisphere.

If sinφ 6= 0 and sin θ 6= 0, then
∂(x, z)

∂(φ, θ)
is invertible, and the Inverse Function

Theorem tells us that the map (φ, θ) 7→ (x, z) is locally invertible. Substituting the local
inverse φ = φ(x, z), θ = θ(x, z) into y = sinφ sin θ, we see that y can be locally written as
a continuously differentiable function of x and z. Similarly, if sinφ 6= 0 and cos θ 6= 0, then
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∂(y, z)

∂(φ, θ)
is invertible, and x can be locally written as a continuously differentiable function

of y and z.
The discussion covers all the points on the sphere except the two poles, and shows

that the sphere is a submanifold except at the two poles. Moreover, near the two poles,
the sphere is the graph of continuously differentiable functions ±

√
1− x2 − y2. Therefore

the whole sphere is a submanifold.

Exercise 8.62. Find the places where the cycloid φ(t) = (t− sin t, 1− cos t) is regular and
then compute the partial derivative of one coordinate with respect to the other coordinate.

Exercise 8.63. Find the places where the parameterized torus (6.2.2) is regular and then
compute the partial derivatives of one coordinate with respect to the other two coordinates
at regular points.

Exercise 8.64. Suppose φ(t) = (x(t), y(t)) is a regular parameterized curve in R2. By
revolving the curve with respect to the x-axis, we get a surface of revolution

σ(t, θ) = (x(t), y(t) cos θ, y(t) sin θ).

Is σ a regular parameterized surface?

The argument in Examples 8.4.5 and 8.4.6 is quite general, and can be sum-
marized as follows.

Proposition 8.4.2. Suppose F : Rk → Rn is a continuously differentiable map on an
open subset U of Rk. If the derivative F ′(~u) : Rk → Rn is injective for any ~u ∈ U ,
then the image

M = F (U) = {F (~u) : ~u ∈ U}

is a k-dimensional submanifold of Rn.

The map in the proposition is called a regular parameterzation of the subman-
ifold M . In general, to show that a subset M ⊂ Rn is a submanifold, we may need
to use several regular parameterizations, each covering a piece of M , and all the
pieces together covering the whole M .

Let F = (f1, f2, . . . , fn). Then F (U) is given by

xi = fi(u1, u2, . . . , uk), (u1, u2, . . . , uk) ∈ U.

The injectivity condition means that the n× k Jacobian matrix

∂(x1, x2, . . . , xn)

∂(u1, u2, . . . , uk)
=



∂x1

∂u1

∂x1

∂u2
· · · ∂x1

∂uk
∂x2

∂u1

∂x2

∂u2
· · · ∂x2

∂uk
...

...
...

∂xn
∂u1

∂xn
∂u2

· · · ∂xn
∂uk


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has full rank k. Linear algebra tells us that some choice of k rows from the matrix
form an invertible matrix. Then the Inverse Function Theorem implies that the k
coordinates corresponding to these k rows can be considered as an invertible map of
(u1, u2, . . . , uk). In other words, ui can be locally expressed as continuously differ-
entiable functions of these k coordinates. Then after substituting these expressions,
the other n − k coordinates can be locally expressed as continuously differentiable
functions of these k coordinates.

Level Submanifold

The discussion of hypersurface suggests that a level of a function f(~x) will be an (n−
1)-dimensional submanifold of Rn as long as∇f is never zero. For example, consider
the level S = {(x, y, z) : f(x, y, z) = 0} of a continuously differentiable function.
Suppose we have ∇f(~x0) 6= ~0 for some ~x0 = (x0, y0, z0) in S. Then some coordinate
of ∇f(~x0) is nonzero, say fx(x0, y0, z0) 6= 0. and the Implicit Function Theorem
(Theorem 8.3.2) says that f(x, y, z) = 0 defines x as a continuously differentiable
function of (y, z) near ~x0. Therefore S is a manifold near ~x0. If ∇f 6= ~0 on the
whole S, then the argument shows that S is a 2-dimensional submanifold of R3.

In general, we consider several equalities

fi(x1, x2, . . . , xn) = ci, i = 1, 2, . . . , k,

which is the intersection of k levels of k functions. We expect that each equation
cuts down the freedom by 1, and we should get an (n−k)-dimensional submanifold.

Denote F = (f1, f2, . . . , fk) : Rn → Rk and ~c = (c1, c2, . . . , ck). The argument
for the level surface in R3 can be extended.

Proposition 8.4.3. Suppose F : Rn → Rk is a continuously differentiable map on
an open subset U of Rn. If the derivative F ′(~x) : Rn → Rk is surjective for any
~x ∈ U satisfying F (~x) = ~c, then the preimage

M = F−1(~c) = {~x ∈ U : F (~x) = ~c}

is an (n− k)-dimensional submanifold in Rn.

When the subjectivity condition is satisfied, we say ~c is a regular value of the
map F . The condition means that the gradients ∇f1,∇f2, . . . ,∇fk are linearly
independent at every point of M .

For a regular value ~c, the n× k Jacobian matrix

∂(f1, f2, . . . , fk)

∂(x1, x2, . . . , xn)
=


∇f1

∇f2

...
∇fk

 =



∂f1

∂x1

∂f1

∂x2
· · · ∂f1

∂xn
∂f2

∂x1

∂f2

∂x2
· · · ∂f2

∂xn
...

...
...

∂fk
∂x1

∂fk
∂x2

· · · ∂fk
∂xn


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has full rank k. Linear algebra tells us that some choice of k columns from the
matrix form an invertible matrix. By the Implicit Function Theorem (Theorem
8.3.2, applied to F (~x) − ~c = ~0), the k variables corresponding to these columns
can be locally expressed as continually differentiable functions of the other n − k
variables.

Example 8.4.7. The unit sphere Sn−1 = f−1(1), where f(~x) = ~x · ~x = x2
1 + x2

2 + · · ·+ x2
n.

The number 1 is a regular value because

f(~x) = 1 =⇒ ‖~x‖2 6= 0 =⇒ ~x 6= ~0 =⇒ ∇f = 2~x 6= ~0.

Therefore at any point of the sphere, we have some xi 6= 0. If xi > 0, then f(~x) = 1 has
continuously differentiable solution

xi =
√

1− x2
1 − · · · − x2

i−1 − x2
i+1 − · · · − x2

n.

If xi < 0, then f(~x) = 1 has continuously differentiable solution

xi = −
√

1− x2
1 − · · · − x2

i−1 − x2
i+1 − · · · − x2

n.

This shows that the sphere is a submanifold.

Example 8.4.8. The intersection of the unit sphere f(x, y, z) = x2 + y2 + z2 = 1 and the
plane g(x, y, z) = x + y + z = a is supposed to be a circle and therefore should be a
submanifold. The intersection can be described as F−1(1, a), where

F (x, y, z) = (f(x, y, z), g(x, y, z)) = (x2 + y2 + z2, x+ y + z) : R3 → R2.

We need to find out when (1, a) is a regular value of F . The irregularity happens when
∇f = 2(x, y, z) and ∇g = (1, 1, 1) are parallel, which means x = y = z. Combined with
x2 + y2 + z2 = 1 and x+ y+ z = a (because the regularity is only verified for those points
in F−1(1, a)), the irregularity means either

x = y = z =
1√
3
, a =

√
3,

or

x = y = z = − 1√
3
, a = −

√
3.

Then we conclude that the intersection is a submanifold when a 6= ±
√

3. In fact, the
intersection is indeed a circle when |a| <

√
3, and the intersection is empty when |a| >

√
3.

Example 8.4.9. Consider the collection 2× 2 matrices of determinant 1

M =

{
X =

(
x y
z w

)
: detX = 1

}
.

This can be considered as a subset of R4

M = {(x, y, z, w) : xw − yz = 1} = f−1(1), f(x, y, z, w) = xw − yz.

The number 1 is a regular value because

f(x, y, z, w) = 1 =⇒ (x, y, z, w) 6= ~0 =⇒ ∇f = (w,−z,−y, x) 6= ~0.

Therefore M is a 3-dimensional submanifold of R4.
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Exercise 8.65. Find the condition such that the intersection of the ellipsoid
x2

a2
+
y2

b2
+
z2

c2
= λ

and the hyperboloid
x2

A2
+
y2

B2
− z2

C2
= µ is a curve in R3.

Exercise 8.66. Let S(~a, r) be the sphere of Rn centered at ~a and has radius r. Find when

the intersection of S(~a, r) and S(~b, s) is an (n − 2)-dimensional submanifold. Moreover,
when is the intersection of three spheres an (n− 3)-dimensional submanifold?

Exercise 8.67. The special linear group is the collection of square matrices of determinant
1

SL(n) = {n× n matrix X : detX = 1}.
Example 8.4.9 shows that SL(2) is a submanifold of R4. Prove that SL(n) is an (n2 − 1)-

dimensional submanifold of Rn
2

. What if 1 is changed to another number?

Exercise 8.68. The orthogonal group is the collection of orthogonal matrices

O(n) = {n× n matrix X : XTX = I}.

By considering the map F (X) = XTX : Rn
2

→ R
n(n+1)

2 in Exercise 8.10, where R
n(n+1)

2

is the space of n × n symmetric matrices, prove that O(n) is an
n(n− 1)

2
-dimensional

submanifold of Rn
2

.

Tangent Space

The tangent space of a submanifold M ⊂ Rn is the collection of the tangent vectors
of all curves in M

T~x0
M = {φ′(0) : φ(t) ∈M for all t, φ(0) = ~x0}.

If M = F (U) is given by a regular parameterization in Proposition 8.4.2, then

TF (~u0)F (U) = {(F ◦ φ)′(0) : φ(t) is a curve in U, φ(0) = ~u0}
= {F ′(~u0)(φ′(0)) : φ(t) is a curve in U, φ(0) = ~u0}
= {F ′(~u0)(~v) : ~v ∈ Rk} (8.4.1)

is the image of the derivative F ′(~u0) : Rk → Rn. If M = F−1(~c) is the preimage of
a regular value in Proposition 8.4.3, then

T~x0
F−1(~c) = {φ′(0) : F (φ(t)) = ~c, φ(0) = ~x0}

= {φ′(0) : F (φ(t))′ = F ′(φ(t))(φ′(t)) = ~0, φ(0) = ~x0}
= {φ′(0) : F ′(~x0)(φ′(0)) = ~0}
= {~v : F ′(~x0)(~v) = ~0} (8.4.2)

is the kernel of the derivative F ′(~x0) : Rn → Rk. If F = (f1, f2, . . . , fk), then this
means

T~x0
F−1(~c) = {~v : ∇f1 · ~v = ∇f2 · ~v = · · · = ∇fk · ~v = 0}.

Therefore the gradients span the normal space of the submanifold.
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Example 8.4.10. From Example 8.4.7, the tangent space of the unit sphere is the vectors
orthogonal to the gradient 2~x

T~xS
n−1 = {~v : ~v · ~x = 0}.

The tangent space of the circle in Example 8.4.8 consists of vectors ~v = (u, v, w) satisfying

∇f · ~v = 2(xu+ yv + zw) = 0, ∇g · ~v = u+ v + w = 0.

This means that ~v is parallel to (y − z, z − x, x− y). So the tangent space is the straight
line spanned by (y − z, z − x, x− y).

Exercise 8.69. Find the the tangent space of the torus (6.2.2).

Exercise 8.70. Find the regular values of the map and determine the tangent space of the
preimage of regular value.

1. f(x, y) = x2 + y2 + z2 + xy + yz + zx+ x+ y + z.

2. F (x, y, z) = (x+ y + z, xy + yz + zx).

Exercise 8.71. Find a regular value λ for xyz, so that the surface xyz = λ is tangential to

the ellipse
x2

a2
+
y2

b2
+
z2

c2
= 1 at some point.

Exercise 8.72. Prove that any sphere x2 + y2 + z2 = a2 and any cone x2 + y2 = b2z2 are
orthogonal at their intersections. Can you extend this to higher dimension?

8.5 High Order Approximation
A map P : Rn → Rm is a polynomial map of degree k if all its coordinate functions
are polynomials of degree k. A map F (~x) defined near ~x0 is k-th order differentiable
at ~x0 if it is approximated by a polynomial map P of degree k. In other words, for
any ε > 0, there is δ > 0, such that

‖∆~x‖ < δ =⇒ ‖F (~x)− P (~x)‖ ≤ ε‖∆~x‖k.

The approximate polynomial can be written as

P (~x) = F (~x0) + F ′(~x0)(∆~x) +
1

2
F ′′(~x0)(∆~x) + · · ·+ 1

k!
F (k)(~x0)(∆~x),

where the coordinates of F (i)(~x0) are i-th order forms. Then F (i)(~x0) is the i-th
order derivative of F at ~x0, and diF = F (i)(~x0)(d~x) is the i-th order differential.

A map is k-th order differentiable if and only if each coordinate is k-th order
differentiable. A function f(~x) is k-th order differentiable at ~x0 if there is

p(~x) =
∑

k1+···+kn≤k, ki≥0

bk1···kn∆xk11 · · ·∆xknn ,

such that for any ε > 0, there is δ > 0, such that

‖∆~x‖ < δ =⇒ |f(~x)− p(~x)| ≤ ε‖∆~x‖k.
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The k-th order derivative

f (k)(~x0)(~v) = k!
∑

k1+···+kn=k, ki≥0

bk1···knvk11 · · · vknn

is a k-th order form, and the k-th order differential is

dkf = k!
∑

k1+···+kn=k, ki≥0

bk1···kndxk11 · · · dxknn .

Exercise 8.73. Extend Exercise 8.33 to high order. Suppose F is k-th order differentiable
at ~x0, and F (i)(~x0) vanishes for 0 ≤ i ≤ k − 1. Suppose G is l-th order differentiable at
~x0, and F (j)(~x0) vanishes for 0 ≤ j ≤ l − 1.

1. Prove that for any bilinear map B, we have

B(F,G) ∼‖∆~x‖k+l
1

k!l!
B(F (k)(~x0)(∆~x), G(l)(~x0)(∆~x)).

2. Prove that for any quadratic map Q, we have

Q(F ) ∼‖∆~x‖2k Q(F (k)(~x0)(∆~x)).

Moreover, further extend to multilinear functions of more variables.

Second Order Differentiation

A function f(~x) defined near ~x0 ∈ Rn is second order differentiable at ~x0 if it is
approximated by a quadratic function

p(~x) = a+
∑

1≤i≤n

bi(xi − xi0) +
∑

1≤i,j≤n

cij(xi − xi0)(xj − xj0)

= a+~b ·∆~x+ C∆~x ·∆~x.

This means that, for any ε > 0, there is δ > 0, such that

‖∆~x‖ < δ =⇒ |f(~x)− p(~x)| ≤ ε‖∆~x‖2.

The second order derivative is the quadratic form

f ′′(~x0)(~v) = 2
∑

1≤i,j≤n

cijvivj = 2C~v · ~v,

and the second order differential is

d2f = 2
∑

1≤i,j≤n

cijdxidxj = 2Cd~x · d~x.

Example 8.5.1. By ‖~x‖22 = ‖~x0‖22 + 2~x0 ·∆~x + ‖∆~x‖22, we have the first order derivative
(‖~x‖22)′(~x0)(~v) = 2~x0 · ~v and the second order derivative (‖~x‖22)′′(~x0)(~v) = 2‖~v‖22.

In general, the second order derivative of a quadratic form q(~x) is q′′(~x0)(~v) = 2q(~v).
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Example 8.5.2. The computation in Example 8.1.5 tells us that the second order derivative

of the matrix square map F (X) = X2 : Rn
2

→ Rn
2

is F ′′(A)(H) = 2H2.

Example 8.5.3. The computation in Example 8.1.6 also gives the quadratic approximation
of det near I. The second order terms in the quadratic approximations are

det(~e1 · · · ~hi · · · ~hj · · · ~en) = det

(
hii hij
hji hjj

)
= hiihjj − hijhji.

Therefore the second order derivative

det′′(I)(H) = 2
∑

1≤i<j≤n

det

(
hii hij
hji hjj

)
.

Exercise 8.74. Find the second order derivative of a bilinear map B : Rm×Rn → Rk. What
about multilinear maps?

Exercise 8.75. Find the second order derivative of the k-th power map of matrices.

Exercise 8.76. Find the second order derivative of the inverse matrix map at I.

Second Order Partial Derivative

Similar to the single variable case, the second order differentiability implies the

first order differentiability, so that a = f(~x0) and bi =
∂f(~x0)

∂xi
. We expect the

coefficients cij to be the second order partial derivatives

cij =
1

2
fxjxi(~x0) =

1

2

∂2f(~x0)

∂xi∂xj
=

1

2

∂

∂xi

(
∂f

∂xj

)
~x=~x0

.

Example 3.4.8 suggests that the second order differentiability alone should not
imply the existence of the second order partial derivatives. For example, for p > 2,
the function ‖~x‖p2D(‖~x‖2) is second order differentiable at ~0, with the zero function
as the quadratic approximation. However, the function has no first order partial
derivatives away from the origin, so that the second order partial derivatives are
not defined at the origin.

Conversely, Example 8.1.8 shows that the existence of first order partial deriva-
tives does not imply the differentiability. So we do not expect the existence of second
order partial derivatives alone to imply the second order differentiability. See Ex-
ample 8.5.4. On the other hand, the multivariable version of Theorem 3.4.2 is true
under slightly stronger condition. The following is the quadratic case of the mul-
tivariable version of Theorem 3.4.2. The general case will be given by Theorem
8.5.3.

Theorem 8.5.1. Suppose a function f is differentiable near ~x0 and the partial

derivatives
∂f

∂xi
are differentiable at ~x0. Then f is second order differentiable at
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~x0, with the quadratic approximation

T2(~x) = f(~x0) +
∑

1≤i≤n

∂f(~x0)

∂xi
∆xi +

1

2

∑
1≤i,j≤n

∂2f(~x0)

∂xi∂xj
∆xi∆xj .

Proof. We only prove the case n = 2 and ~x0 = (0, 0). The general case is similar.
To show that

p(x, y) = f(0, 0) + fx(0, 0)x+ fy(0, 0)y

+
1

2
(fxx(0, 0)x2 + fxy(0, 0)xy + fyx(0, 0)yx+ fyy(0, 0)y2)

approximates f near (0, 0), we restrict the remainder R2(x, y) = f(x, y) − p(x, y)
to the straight lines passing through (0, 0). Therefore for fixed (x, y) close to (0, 0),
we introduce

r2(t) = R2(tx, ty) = f(tx, ty)− p(tx, ty), t ∈ [0, 1].

Inspired by the proof of Theorem 3.4.2, we apply Cauchy’s Mean Value The-
orem to get

R2(x, y) = r2(1) =
r2(1)− r2(0)

12 − 02
=
r′2(c)

2c
, 0 < c < 1.

To compute r′2(c), we note that the differentiability of f near (0, 0) allows us to use
the chain rule to get

r′2(t) = fx(tx, ty)x+ fy(tx, ty)y − fx(0, 0)x− fy(0, 0)y

− (fxx(0, 0)x2 + fxy(0, 0)xy + fyx(0, 0)yx+ fyy(0, 0)y2)t

= x[fx(tx, ty)− fx(0, 0)− fxx(0, 0)tx− fxy(0, 0)ty]

+ y[fy(tx, ty)− fy(0, 0)− fyx(0, 0)tx− fyy(0, 0)ty].

Further by the differentiability of fx and fy, for any ε > 0, there is δ > 0, such that
‖(ξ, η)‖ < δ implies

|fx(ξ, η)− fx(0, 0)− fxx(0, 0)ξ − fxy(0, 0)η| < ε‖(ξ, η)‖,
|fy(ξ, η)− fy(0, 0)− fyx(0, 0)ξ − fyy(0, 0)η| < ε‖(ξ, η)‖.

Taking (ξ, η) = (cx, cy), by the formula above for r′2(t), we find ‖(x, y)‖ < δ implies

|R2(x, y)| ≤ |x|ε‖(cx, cy)‖+ |y|ε‖(cx, cy)‖
2c

≤ 1

2
ε(|x|+ |y|)‖(x, y)‖.

By the equivalence of norms, the right side is comparable to ε‖(x, y)‖2. Therefore
we conclude that p(x, y) is a quadratic approximation of f(x, y) near (0, 0).
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Example 8.5.4. Consider

f(x, y) =


x2y2

(x2 + y2)2
, if (x, y) 6= (0, 0),

0, if (x, y) = (0, 0).

We have

fx =


2xy2(x2 − y2)

(x2 + y2)3
, if (x, y) 6= (0, 0),

0, if (x, y) = (0, 0),

fy =


2x2y(y2 − x2)

(x2 + y2)3
, if (x, y) 6= (0, 0),

0, if (x, y) = (0, 0).

Then we further have fxx(0, 0) = fyy(0, 0) = fxy(0, 0) = fyx(0, 0) = 0. However, by
Example 6.2.2, the function is not continuous at (0, 0), let alone second order differentiable.

Exercise 8.77. Derive the chain rule for the second order derivative by composing the
quadratic approximations.

Exercise 8.78. Prove that if fxy = 0 on a convex open subset, then f(x, y) = g(x) + h(y).
Can you extend this to more variables?

Exercise 8.79. Prove that if ffxy = fxfy on a convex open subset, then f(x, y) = g(x)h(y).

Exercise 8.80. Discuss the second order differentiability of a function f(‖~x‖2) of the Eu-
clidean norm.

Exercise 8.81. Discuss the existence of second order derivative and the second order differ-
entiability of functions in Exercise 8.14.

Order of Taking Partial Derivatives

The notation fxy means first taking the partial derivative in x and then taking the
partial derivative in y. In general, we do not expect fxy and fyx to be equal (see
Example 8.5.5). On the other hand, under the assumption of Theorem 7.1.2, the
second order partial derivatives are independent of the order of the variables.

Theorem 8.5.2. Suppose f(x, y) has partial derivatives fx and fy near (x0, y0). If
fx and fy are differentiable at (x0, y0), then fxy(x0, y0) = fyx(x0, y0).

Proof. To simplify the notation, we may assume x0 = 0 = 0, without loss of gener-
ality. We note that ∆x = x and ∆y = y.

For fixed y, we apply the Mean Value Theorem to g(t) = f(t, y) − f(t, 0) for
t between 0 and x. By the existence of fx near (0, 0), there is c between 0 and x,
such that

f(x, y)− f(x, 0)− f(0, y) + f(0, 0) = g(x)− g(0) = g′(c)x

= (fx(c, y)− fx(c, 0))x.
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Next we use the differentiability of fx at (0, 0) to estimate fx(c, y) and fx(c, 0). For
any ε > 0, there is δ > 0, such that ‖(x, y)‖∞ < δ implies

|fx(x, y)− fx(0, 0)− fxx(0, 0)x− fxy(0, 0)y| ≤ ε‖(x, y)‖∞.

Since ‖(c, y)−(0, 0)‖∞ ≤ ‖(x, y)‖∞ and ‖(c, 0)−(0, 0)‖∞ ≤ ‖(x, y)‖∞, we may take
(x, y) to be (c, y) or (c, 0) in the inequality above. Therefore ‖(x, y)‖∞ < δ implies

|fx(c, y)− fx(0, 0)− fxx(0, 0)c− fxy(0, 0)y| ≤ ε‖(x, y)‖∞,
|fx(c, 0)− fx(0, 0)− fxx(0, 0)c| ≤ ε‖(x, y)‖∞.

Combining the two, we get

|fx(c, y)− fx(c, 0)− fxy(0, 0)y| ≤ 2ε‖(x, y)‖∞,

and further get

|f(x, y)− f(x, 0)− f(0, y) + f(0, 0)− fxy(0, 0)xy|
= |(fx(c, y)− fx(c, 0))x− fxy(0, 0)xy|
≤ 2ε‖(x, y)‖∞|x| ≤ 2ε‖(x, y)‖2∞.

Exchanging x and y, we may use the existence of fy near (0, 0) and the differ-
entiability of fy at (0, 0) to conclude that, for any ε > 0, there is δ′ > 0, such that
‖(x, y)‖∞ < δ′ implies

|f(x, y)− f(0, y)− f(x, 0) + f(0, 0)− fyx(0, 0)xy| ≤ 2ε‖(x, y)‖2∞.

Combining the two estimations, we find that ‖(x, y)‖∞ < min{δ, δ′} implies

|fxy(0, 0)xy − fyx(0, 0)xy| ≤ 4ε‖(x, y)‖2∞.

By taking x = y, we find that |x| < min{δ, δ′} implies

|fxy(0, 0)− fyx(0, 0)| ≤ 4ε.

Since ε is arbitrary, we conclude that fxy(0, 0) = fyx(0, 0).

Example 8.5.5. We construct an example with fxy 6= fyx. Define (see Figure 8.5.1)

f(x, y) =


xy, if |y| ≤ x2,

−xy, if |x| ≤ y2,

0, otherwise.

It is easy to see that fxy(0, 0) depends only on the value of f on the region |x| ≤ y2.

Therefore fxy(0, 0) =
∂2(−xy)

∂y∂x
= −1. Similarly, we have fyx(0, 0) =

∂2(xy)

∂x∂y
= 1.

On the other hand, the function is second order differentiable, with 0 as the quadratic
approximation. The reason is that for |y| ≤ x2 < 1, we have ‖(x, y)‖∞ = |x|, so that
|f(x, y)| = |xy| ≤ |x|3 = ‖(x, y)‖3∞, and we also have |f(x, y)| ≤ ‖(x, y)‖3∞ on |x| ≤ y2 for
the similar reason. In fact, the formula in Theorem 7.1.2 for the quadratic approximation
remains true.

Exercise 8.83 gives a function satisfying fxy(0, 0) 6= fyx(0, 0), and is not second order
differentiable.
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y = x2

x = y2

xy

−xy

0

Figure 8.5.1. an example with fxy 6= fyx

Exercise 8.82 (Clairaut). Suppose f(x, y) has partial derivatives fx, fy, fxy near (x0, y0)
and fxy is continuous at (x0, y0).

1. Prove that the whole limit lim(x,y)→(x0,y0)
f(x, y)− f(x, y0)− f(x0, y) + f(x0, y0)

(x− x0)(y − y0)
converges.

2. Use Proposition 6.2.3 to prove that fyx(x0, y0) exists and fxy(x0, y0) = fyx(x0, y0).

The assumption here is slightly different from Theorem 8.5.2, and is what you usually see
in calculus textbooks. The proof here motivates the proof of Theorem 8.5.2.

Exercise 8.83. Consider the function

f(x, y) =


xy(x2 − y2)

x2 + y2
, if (x, y) 6= (0, 0),

0, if (x, y) = (0, 0).

1. Show that f has all the second order partial derivatives near (0, 0) but fxy(0, 0) 6=
fyx(0, 0).

2. By restricting respectively to x = 0, y = 0 and x = y, show that if f(x, y) is second
order differentiable, then the quadratic approximation must be 0.

3. Show that f is not second order differentiable at (0, 0).

Exercise 8.84. By slightly modifying Example 8.5.5, construct a function that is second or-
der differentiable at (0, 0), has all second order partial derivatives, yet the Taylor expansion
(the formula in Theorem 7.1.2) is not the quadratic approximation.

Exercise 8.85. Consider a second order polynomial

p(x1, x2) = a+ b1x1 + b2x2 + c11x
2
1 + c22x

2
1 + 2c12x1x2,

and numbers D1, D2, D11, D22, D12, D21. Prove the following are equivalent.

1. There is a function f(x1, x2) that is second order differentiable at (0, 0), such that
p(x, y) is the quadratic approximation of f(x, y) and fxi(0, 0) = Di, fxixj (0, 0) =
Dji.

2. D1 = b1, D2 = b2, D11 = 2c11, D22 = 2c22.

Moreover, extend the result to more than two variables.
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Taylor Expansion

The discussion about quadratic approximations of multivariable functions easily
extends to high order approximations. The k-th order partial derivative

∂kf

∂xi1∂xi2 · · · ∂xik
= Dxi1xi2 ···xik f = fxik ···xi2xi1

is obtained by successfully taking partial derivatives in xik , . . . , xi2 , xi1 . Given
all the partial derivatives up to order k, we may construct the k-th order Taylor
expansion

Tk(~x) =

k∑
j=0

1

j!

∑
1≤i1,...,ij≤n

∂jf(~x0)

∂xi1 · · · ∂xij
∆xi1 · · ·∆xij .

The following is the high order version of Theorem 8.5.1 and the multivariable
version of Theorem 3.4.2.

Theorem 8.5.3. Suppose f(~x) has continuous partial derivatives up to (k − 1)-st
order near ~x0 and the (k − 1)-st order partial derivatives are differentiable at ~x0.
Then the k-th order Taylor expansion is the k-th order polynomial approximation
at ~x0. In particular, the function is k-th order differentiable.

By Theorem 8.5.2, the assumption already implies that the partial derivatives
up to the k-th order are independent of the order of the variables. Therefore we
can write

∂kf

∂xi1∂xi2 · · · ∂xik
=

∂kf

∂xk11 ∂x
k2
2 · · · ∂x

kn
n

,

where kj is the number of xj in the collection {xi1 , xi2 , . . . , xik}, and the Taylor
expansion becomes

Tk(~x) =
∑

k1+···+kn≤k, ki≥0

1

k1! · · · kn!

∂k1+···+knf(~x0)

∂xk11 · · · ∂x
kn
n

∆xk11 · · ·∆xknn .

A multivariable map is continuously k-th order differentiable if all the partial
derivatives up to k-th order exist and are continuous. By Theorem 8.1.3, the con-
ditions of Theorem 8.5.3 are satisfied, and the map ~x 7→ F (i)(~x) is continuous for
all 1 ≤ i ≤ k.

Proof. Restricting the remainder

Rk(~x) = f(~x)− Tk(~x)

to the straight line connecting ~x0 to ~x, we get

rk(t) = Rk((1− t)~x0 + t~x) = Rk(~x0 + t∆~x).

Since f(~x) has continuous partial derivatives up to (k − 1)-st order near ~x0, the
partial derivatives of f(~x) up to (k−2)-nd order are differentiable near ~x0. Then by
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the chain rule, rk has derivatives up to (k − 1)-st order for t ∈ (−1, 1). Moreover,
we have

rk(0) = r′k(0) = r′′k(0) = · · · = r
(k−1)
k (0) = 0.

By Cauchy’s Mean Value Theorem, there are 1 > c1 > c2 > · · · > ck−1 > 0, such
that

Rk(~x) = rk(1) =
rk(1)− rk(0)

1k − 0k
=
r′k(c1)

kck−1
1

=
r′k(c1)− r′k(0)

k(ck−1
1 − 0k−1)

=
r′′k(c2)

k(k − 1)ck−2
2

= · · · =
r

(k−1)
k (ck−1)

k(k − 1) · · · 2ck−1
=
r

(k−1)
k (ck−1)

k!ck−1
.

By the high order differentiability assumption, we may use the chain rule to get

r
(k−1)
k (t) =

∑
1≤i1,...,ik−1≤n

[δi1,...,ik−1
(t∆~x)− λi1,...,ik−1

(t∆~x)]∆xi1 · · ·∆xik−1
,

where

δi1,...,ik−1
(∆~x) =

∂k−1f(~x0 + ∆~x)

∂xi1 · · · ∂xik−1

is the (k − 1)-st order partial derivative, and

λi1,...,ik−1
(∆~x) =

∂k−1f(~x0)

∂xi1 · · · ∂xik−1

+
∑

1≤i≤n

∂kf(~x0)

∂xi∂xi1 · · · ∂xik−1

∆xi

is the linear approximation of δi1,...,ik−1
(∆~x). Since the (k − 1)-st order partial

derivatives δi1,...,im of f are differentiable, for any ε > 0, there is δ > 0, such that
‖∆~x‖ < δ implies

|δi1,...,ik−1
(∆~x)− λi1,...,ik−1

(∆~x)| ≤ ε‖∆~x‖.

Then for ‖∆~x‖ < δ and |t| < 1, we have

|r(k−1)
k (t)| ≤

∑
1≤i1,...,ik−1≤n

ε‖t∆~x‖|∆xi1 · · ·∆xik−1
| ≤ εnk−1|t|‖∆~x‖‖∆~x‖k−1

∞ ,

and

|Rk(~x)| =
|r(k−1)
k (ck−1)|
k!|ck−1|

≤ εn
k−1

k!
‖∆~x‖‖∆~x‖k−1

∞ .

By the equivalence of norms, this implies lim∆~x→~0
Rk(~x)

‖∆~x‖k
= 0.

Exercise 8.86. Find high order differentiation.

1. xy at (1, 4), to third order.

2. sin(x2 + y2) at (0, 0), to fourth order.

3. xyyz at (1, 1, 1), to third order.
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4.

∫ 1

0

(1 + x)t
2ydt at (0, 0), to third order.

Exercise 8.87. For a function f on Rn and a linear transform L : Rm → Rn. How are the
high order derivatives of f and f ◦ L related?

Exercise 8.88. Suppose y = y(~x) is given implicitly by f(~x, y) = 0. Compute the third
order derivatives of y.

Exercise 8.89. Find the high order derivatives of the determinant map at I.

Exercise 8.90. Find the third order derivative of the k-th power map of matrices.

Exercise 8.91. Find the high order derivatives of the inverse matrix map at I.

Exercise 8.92. Consider

f(x, y) =


xkyk

(x2 + y2)k
, if (x, y) 6= (0, 0),

0, if (x, y) = (0, 0).

Show that f has all the partial derivatives up to k-th order. But f is not k-th order
differentiable.

Exercise 8.93. Suppose f(~x) has continuous partial derivatives up to (k + 1)-st order near
~x0. Prove that for any ~x near ~x0, there is ~c on the straight line connecting ~x0 to ~x, such
that

|f(~x)− Tk(~x)| ≤
∑

k1+···+kn=k+1

1

k1! · · · kn!

∣∣∣∣∣ ∂k+1f(~c)

∂xk11 · · · ∂x
kn
n

∣∣∣∣∣ |∆x1|k1 · · · |∆xn|kn .

This is the multivariable version of Proposition 3.4.3.

8.6 Maximum and Minimum
A function f(~x) has a local maximum at ~x0 if there is δ > 0, such that

‖~x− ~x0‖ < δ =⇒ f(~x) ≤ f(~x0).

In other words, the value of f at ~x0 is biggest among the values of f at points near
~x0. Similarly, f has a local minimum at ~x0 if there is δ > 0, such that

‖~x− ~x0‖ < δ =⇒ f(~x) ≥ f(~x0).

Linear Approximation Condition

If ~x0 is a local extreme, then it is a local extreme in all directions. So a necessary
condition is that, if the directional derivative D~vf(~x0) exists, then D~vf(~x0) = 0.
By taking ~v to be the coordinate directions, we get the following.
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Proposition 8.6.1. Suppose f(~x) is defined near ~x0 and has a local extreme at ~x0.

If a partial derivative
∂f

∂xi
(~x0) exists, then the partial derivative must be zero.

For differentiable f , the condition can be expressed as ∇f(= ~0, or df = 0.

Example 8.6.1. The function f(x, y) = |x|+ y satisfies fy = 1 6= 0. Therefore there is no
local extreme, despite the fact that fx may not exist.

Example 8.6.2. The function f(x, y) =
√
|xy| has the partial derivatives

fx =



1

2

√∣∣∣ y
x

∣∣∣, if x > 0,

−1

2

√∣∣∣ y
x

∣∣∣, if x < 0,

0, if y = 0,

does not exist, if x = 0, y 6= 0,

fy =



1

2

√∣∣∣∣xy
∣∣∣∣, if y > 0,

−1

2

√∣∣∣∣xy
∣∣∣∣, if y < 0,

0, if x = 0,

does not exist, if x 6= 0, y = 0.

Therefore the possible local extrema are (0, y0) for any y0 and (x0, 0) for any x0. Since

f(x, y) =
√
|xy| ≥ 0 = f(0, y0) = f(x0, 0),

the points on the two axes are indeed local minima.

Example 8.6.3. Consider the differentiable function z = z(x, y) given implicitly by x2 −
2xy + 4yz + z3 + 2y − z = 1. To find the possible local extrema of z(x, y), we take the
differential and get

(2x− 2y)dx+ (−2x+ 4z + 2)dy + (4y + 3z2 − 1)dz = 0.

The possible local extrema are obtained by the condition dz = zxdx + zydy = 0 and the
implicit equation. By solving

2x− 2y = 0, −2x+ 4z + 2 = 0, x2 − 2xy + 4yz + z3 + 2y − z = 1,

we get the three possible local extrema (1, 1, 0), (−1,−1,−1), (−5,−5,−3) for z(x, y).

Example 8.6.4. The continuous function f = x2−2xy reaches its maximum and minimum
on the compact subset |x| + |y| ≤ 1. From fx = 2x − 2y = 0 and fy = −2x = 0, we find
the point (0, 0) to be the only possible local extreme in the interior |x| + |y| < 1. Then
we look for the local extrema of f restricted to the boundary |x|+ |y| = 1, which may be
devided into four (open) line segments and four points.

On the segment x + y = 1, 0 < x < 1, we have f = x2 − 2x(1 − x) = 3x2 − 2x.

From fx = 6x − 2 = 0 and x + y = 1, we find the possible local extreme

(
1

3
,

2

3

)
for f

on the segment. Similarly, we find a possible local extreme

(
−1

3
,−2

3

)
on the segment

x + y = −1, −1 < x < 0, and no possible local extrema on the segments x − y = 1,
0 < x < 1 and −x+ y = 1, −1 < x < 0.
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We also need to consider four points at the ends of the four segments, which are
(1, 0), (−1, 0), (0, 1), (0,−1). Comparing the values of f at all the possible local extrema

f(0, 0) = 0, f( 1
3
, 2

3
) = f(− 1

3
,− 1

3
) = − 1

3
,

f(1, 0) = f(−1, 0) = 1, f(0, 1) = f(0,−1) = 0,

we find ±
(

1

3
,

2

3

)
are the absolute minima and (±1, 0) are the absolute maxima.

Exercise 8.94. Find possible local extrema.

1. x2y3(a− x− y).

2. x+ y + 4 sinx sin y.

3. xyz log(x2 + y2 + z2).

4. x1x2 · · ·xn +
a1

x1
+
a2

x2
+ · · ·+ an

xn
.

5.
x1x2 · · ·xn

(a+ x1)(x1 + x2) · · · (xn + b)
.

Exercise 8.95. Find possible local extrema of implicitly defined function z.

1. x2 + y2 + z2 − 2x+ 6z = 6.

2. (x2 + y2 + z2)2 = a2(x2 + y2 − z2).

3. x3 + y3 + z3 − axyz = 1.

Exercise 8.96. Find the absolute extrema for the functions on the given domain.

1. x+ y + z on {(x, y, z) : x2 + y2 ≤ z ≤ 1}.

2. sinx+ sin y − sin(x+ y) on {(x, y) : x ≥ 0, y ≥ 0, x+ y ≤ 2π}.

Exercise 8.97. What is the shortest distance between two straight lines?

Exercise 8.98. Suppose f is continuous near ~0 and is differentiable near (but not at) ~0.
Prove that if ∇f(~v) · ~v ≥ 0 for any ~v near ~0, then ~0 is a local minimum.

Quadratic Approximation Condition

The linear approximation may be used to find the potential local extrema. The
quadratic approximation may be further used to determine whether the candidates
are indeed local extrema.

If a function is second order differentiable, then the second order derivative is
the Hessian of the function. Under the assumption of Theorem 8.5.1, the Hessian
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may be computed by the second order partial derivatives

hf (~v) =
∑

1≤i≤n

∂2f

∂x2
i

v2
i + 2

∑
1≤i<j≤n

∂2f

∂xixj
vivj

=
∂2f

∂x2
1

v2
1 +

∂2f

∂x2
2

v2
2 + · · ·+ ∂2f

∂x2
n

v2
n

+ 2
∂2f

∂x1∂x2
v1v2 + 2

∂2f

∂x1∂x3
v1v3 + · · ·+ 2

∂2f

∂xn−1∂xn
vn−1vn.

Proposition 8.6.2. Suppose f(~x) is second order differentiable at ~x0, and the first
order derivative vanishes at ~x0.

1. If the Hessian is positive definite, then ~x0 is a local minimum.

2. If the Hessian is negative definite, then ~x0 is a local maximum.

3. If the Hessian is indefinite, then ~x0 is not a local extreme.

Proof. The assumption says that f is approximated by f(~x0) +
1

2
hf (∆~x) near ~x0.

This means that for any ε > 0, there is δ > 0, such that

‖∆~x‖ < δ =⇒
∣∣∣∣f(~x)− f(~x0)− 1

2
hf (∆~x)

∣∣∣∣ ≤ ε‖∆~x‖2.
The Hessian hf (~v) is a continuous function and reaches its maximum and

minimum on the unit sphere {~v : ‖~v‖ = 1}, which is a compact subset. Suppose the
Hessian is positive definite. Then the minimum on the subset is reached at some
point ~v0, with value m = hf (~v0) > 0. This means that hf (~v) ≥ m > 0 for any ~v of
unit length. By hf (c~v) = c2hf (~v), we conclude that hf (~v) ≥ m‖~v‖2 for any ~v. See
Exercise 6.97.

Fix ε > 0 satisfying ε <
m

2
. Then there is δ > 0, such that

‖∆~x‖ < δ =⇒
∣∣∣∣f(~x)− f(~x0)− 1

2
hf (∆~x)

∣∣∣∣ ≤ ε‖∆~x‖2
=⇒ f(~x)− f(~x0) ≥ 1

2
hf (∆~x)− ε‖∆~x‖2 ≥

(m
2
− ε
)
‖∆~x‖2

=⇒ f(~x)− f(~x0) > 0 for ∆~x 6= ~0.

This proves that ~x0 is a strict local minimum.
By similar reason, if the Hessian is negative definite, then ~x0 is a strict local

maximum.
Finally, suppose the Hessian is indefinite. Then we have hf (~v) > 0 and

hf (~w) < 0 for some vectors ~v and ~w. The restriction of f on the straight line
~x = ~x0 + t~v has Hessian hf (t~v) = t2hf (~v), which is positive definite. Therefore ~x0

is a strict minimum of the restriction. Similarly, by hf (~w) < 0, the restriction of f
on the straight line ~x = ~x0 + t~w has ~x0 as a strict local maximum. Combining the
two facts, ~x0 is not a local extreme of f .
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Example 8.6.5. We try to find the local extrema of f = x3 + y2 + z2 + 12xy + 2z. By
solving

fx = 3x2 + 12y = 0, fy = 2y + 12x = 0, fz = 2z + 2 = 0,

we find two possible local extrema ~a = (0, 0,−1) and ~b = (24,−144,−1). The Hessian of
f at the two points are

hf,~a(u, v, w) = 2v2 + 2w2 + 24uv, hf,~b(u, v, w) = 144u2 + 2v2 + 2w2 + 24uv.

Since hf,~a(1, 1, 0) = 26 > 0, hf,~a(−1, 1, 0) = −22 < 0, ~a is not a local extreme. Since

hf,~b = (12u+ v)2 + v2 + 2w2 > 0 for (u, v, w) 6= ~0, ~b is a local minimum.

Example 8.6.6. We study whether the three possibilities in Example 8.6.3 are indeed local

extrema. By zx =
−2x+ 2y

4y + 3z2 − 1
, zy =

2x− 4z − 2

4y + 3z2 − 1
and the fact that zx = zy = 0 at the

three points, we have

zxx =
−2

4y + 3z2 − 1
, zxy =

2

4y + 3z2 − 1
, zyy =

−8(x− 2z − 1)

(4y + 3z2 − 1)2
,

at the three points. Then we get the Hessians at the three points

hz,(1,1,0)(u, v) = −2

3
u2 +

4

3
uv,

hz,(−1,−1,−1)(u, v) = u2 − 2uv,

hz,(−5,−5,−3)(u, v) = −1

3
u2 +

2

3
uv.

By taking (u, v) = (1, 1) and (1,−1), we see the Hessians are indefinite. Thus none of the
three points are local extrema.

Example 8.6.7. The only possible local extreme for the function f(x, y) = x3 +y2 is (0, 0),
where the Hessian hf (u, v) = 2v2. Although the Hessian is non-negative, it is not positive
definite. In fact, the Hessian is positive semi-definite, and (0, 0) is not a local extreme.

The problem is that the restriction to the x-axis is f(x, 0) = x3, and the local
extreme problem cannot be solved by the quadratic approximation. To study the local
extreme of f(x, y) = x3 + y2 at (0, 0), we must consider the quadratic approximation in
y-direction and the cubic approximation in x-direction.

Exercise 8.99. Try your best to determine whether the possible local extrema in Exercises
8.94 and 8.95 are indeed local maxima or local minima.

Exercise 8.100. Suppose a two variable function f(x, y) has continuous second order partial
derivatives at (x0, y0). Suppose fx = fy = 0 at (x0, y0).

1. Prove that if fxx > 0 and fxxfyy − f2
xy > 0, then (x0, y0) is a local minimum.

2. Prove that if fxx < 0 and fxxfyy − f2
xy > 0, then (x0, y0) is a local maximum.

3. Prove that if fxx 6= 0 and fxxfyy − f2
xy < 0, then (x0, y0) is not a local extreme.

Exercise 8.101. Show that the function

f(x, y) =

x2 + y2 +
x3y3

(x2 + y2)3
, if (x, y) 6= (0, 0),

0, if (x, y) = (0, 0),
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has first and second order partial derivatives and satisfy ∇f(0, 0) = 0 and hf (u, v) > 0 for
(u, v) 6= (0, 0). However, the function does not have a local extreme at (0, 0).

The counterexample is not continuous at (0, 0). Can you find a counterexample that
is differentiable at (0, 0)?

Exercise 8.102. Suppose a function f(~x) has continuous third order partial derivatives at
~x0, such that all the first and second order partial derivatives vanish at ~x0. Prove that if
some third order partial derivative is nonzero, then ~x0 is not a local extreme.

Exercise 8.103. Let k be a natural number. Show that the equations

xk − z + sin(yk + w) = 0, ex
k−w + yk − z = 1

implicitly define z and w as differentiable functions of x and y near (x, y, z, w) = (0, 0, 0, 0).
Moreover, determine whether (0, 0) is a local extreme of z = z(x, y).

Example 8.6.7 shows that, when the Hessian is in none of the three cases in
Proposition 8.6.2, the quadratic approximation may not be enough for concluding
the local extreme. In the single variable case, this problem also arises and can
be solved by considering cubic or even higher order approximation. However, the
multivariable case does not have similar solution due to two problems. The first
is that we may need approximations of different orders in different directions, so
that a neat criterion like Proposition 3.5.1 is impossible. The second is that even if
we can use approximations of the same order in all directions, there is no general
technique such as completing the squares, from which we can determine the positive
or negative definiteness.

Constrained Extreme: Linear Approximation Condition

Suppose G : Rn → Rk is a map and G(~x0) = ~c. A function f(~x) has a local maximum
at ~x0 under the constraint G(~x) = ~c if there is δ > 0, such that

G(~x) = ~c, ‖~x− ~x0‖ < δ =⇒ f(~x) ≤ f(~x0).

In other words, the value of f at ~x0 is biggest among the values of f at points
near ~x0 and satisfying G(~x) = ~c. Similarly, f has a local minimum at ~x0 under the
constraint G(~x) = ~c if there is δ > 0, such that

G(~x) = ~c, ‖~x− ~x0‖ < δ =⇒ f(~x) ≥ f(~x0).

For example, the hottest and the coldest places in the world are the extrema of
the temperature function T (x, y, z) under the constraint g(x, y, z) = x2 + y2 + z2 =
R2, where R is the radius of the earth.

Suppose G is continuously differentiable and ~c is a regular value. Then by
Proposition 8.4.3, G(~x) = ~c defines an (n−k)-dimensional “constraint submanifold”
M ⊂ Rn. A local extreme of f under constraint G = ~c simply means a local extreme
of the restriction f |M of f to M . If ~x0 ∈ M is such a local extreme, then it is a
local extreme for the restriction of f on any curve in M passing through ~x0. Let
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φ(t) be such a curve, with φ(0) = ~x0. Then 0 is a local extreme for f(φ(t)). For
differentiable f and φ, by Proposition 3.3.1, we have

0 =
d

dt

∣∣∣∣
t=0

f(φ(t)) = f ′(~x0)(φ′(0)).

By (8.4.2), all the vectors φ′(0) for all possible φ form the tangent space T~x0
M =

{~v : G′(~x0)(~v) = ~0}, which is the kernel of the linear transform G′(~x0). Therefore
we get the necessary condition

G′(~x0)(~v) = ~0 =⇒ f ′(~x0)(~v) = 0,

for the local extreme under constraint.
To calculate the necessary condition, suppose G = (g1, . . . , gk). Then

G′(~x0)(~v) = (∇g1(~x0) · ~v, . . . , ∇gk(~x0) · ~v), f ′(~x0)(~v) = ∇f(~x0) · ~v.

Therefore the necessary condition becomes

∇g1(~x0) · ~v = · · · = ∇gk(~x0) · ~v = 0 =⇒ ∇f(~x0) · ~v = 0.

Linear algebra tells us that this is equivalent to ∇f(~x0) being a linear combination
of ∇g1(~x0), . . . , ∇gk(~x0).

Proposition 8.6.3. Suppose G = (g1, . . . , gk) : Rn → Rk is a continuously differ-
entiable map near ~x0, and G(~x0) = ~c is a regular value of G. Suppose a function
f defined near ~x0 is differentiable at ~x0. If f has a local extreme at ~x0 under the
constraint G(~x) = ~c, then ∇f(~x0) is a linear combination of ∇g1(~x0), . . . , ∇gk(~x0):

∇f(~x0) = λ1∇g1(~x0) + · · ·+ λk∇gk(~x0).

The coefficients λ1, . . . , λk are called the Lagrange multipliers. The condition
can also be written as an equality of linear functionals

f ′(~x0) = ~λ ·G′(~x0).

Example 8.6.8. The local extrema problem in Example 8.6.3 can also be considered as the
local extrema of the function f(x, y, z) = z under the constraint g(x, y, z) = x2 − 2xy +
4yz + z3 + 2y − z = 1. At local extrema, we have

∇f = (0, 0, 1) = λ∇g = λ(2x− 2y,−2x+ 4z + 2, 4y + 2z2 − 1).

This is the same as

0 = λ(2x− 2y), 0 = λ(−2x+ 4z + 2), 1 = λ(4y + 2z2 − 1).

The third equality tells us λ 6= 0. Thus the first two equalities become 2x − 2y = 0 and
−2x+ 4z + 2 = 0. These are the conditions we found in Example 8.6.3.
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Example 8.6.9. We try to find the possible local extrema of f = xy+yz+zx on the sphere
x2 + y2 + z2 = 1. By ∇f = (y+ z, z+x, x+ y) and ∇(x2 + y2 + z2) = (2x, 2y, 2z), we have

y + z = 2λx, z + x = 2λy, x+ y = 2λz, x2 + y2 + z2 = 1

at local extrema. Adding the first three equalities together, we get (λ− 1)(x+ y+ z) = 0.
If λ = 1, then x = y = z from the first three equations. Substituting into the fourth

equation, we get 3x2 = 1 and two possible extrema ±
(

1√
3
,

1√
3
,

1√
3

)
.

If λ 6= 1, then x + y + z = 0 and the first three equations become (2λ + 1)x =
(2λ+ 1)y = (2λ+ 1)z = 0. Since (0, 0, 0) does not satisfy x2 + y2 + z2 = 1, we must have
2λ + 1 = 0, and the four equations is equivalent to x + y + z = 0 and x2 + y2 + z2 = 1,
which is a circle in R3.

Thus the possible local extrema are ±
(

1√
3
,

1√
3
,

1√
3

)
and the points on the circle

x+ y + z = 0, x2 + y2 + z2 = 1.
Note that the sphere is compact and the continuous function f reaches its maximum

and minimum on the sphere. Since f = 1 at ±
(

1√
3
,

1√
3
,

1√
3

)
and f =

1

2
[(x+ y + z)2 −

(x2 +y2 +z2)] = −1

2
along the circle x+y+z = 0, x2 +y2 +z2 = 1, we find the maximum

is 1 and the minimum is −1

2
.

We can also use fx = y + z = 0, fy = z + x = 0, fz = x+ y = 0 to find the possible
local extreme (0, 0, 0) of f in the interior x2 + y2 + z2 < 1 of the ball x2 + y2 + z2 ≤ 1. By
comparing f(0, 0, 0) = 0 with the maximum and minimum of f on the sphere, we find f
reaches its extrema on the ball at boundary points.

Example 8.6.10. We try to find the possible local extrema of f = xyz on the circle given
by g1 = x+ y + z = 0 and g2 = x2 + y2 + z2 = 6. The necessary condition is

∇f = (yz, zx, xy) = λ1∇g1 + λ2∇g2 = (λ1 + 2λ2x, λ1 + 2λ2y, λ1 + 2λ2z).

Canceling λ1 from the three equations, we get

(x− y)(z + 2λ2) = 0, (x− z)(y + 2λ2) = 0.

If x 6= y and x 6= z, then y = z = −2λ2. Therefore at least two of x, y, z are equal.
If x = y, then the two constraints g1 = 0 and g2 = 6 tell us 2x + z = 0 and

2x2 + z2 = 6. Canceling z, we get 6x2 = 6 and two possible local extrema (1, 1,−2)
and (−1,−1, 2). By assuming x = z or y = z, we get four more possible local extrema
(1,−2, 1), (−1, 2,−1), (−2, 1, 1), (2,−1,−1).

By evaluating the function at the six possible local extrema, we find the absolute
maximum 2 is reached at three points and the absolute minimum −2 is reached at the
other three points.

Exercise 8.104. Find possible local extrema under the constraint.

1. xpyqzr under the constraint x+ y + z = a, x, y, z > 0, where p, q, r > 0.

2. sinx sin y sin z under the constraint x+ y + z =
π

2
.

3. x1 + x2 + · · ·+ xn under the constraint x1x2 · · ·xn = a.

4. x1x2 · · ·xn under the constraint x1 + x2 + · · ·+ xn = a.
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5. x1x2 · · ·xn under the constraint x1 + x2 + · · ·+ xn = a, x2
1 + x2

2 + · · ·+ x2
n = b.

6. xp1 + xp2 + · · ·+ xpn under the constraint a1x1 + a2x2 + · · ·+ anxn = b, where p > 0.

Exercise 8.105. Prove inequalities.

1. n
√
x1x2 · · ·xn ≤

x1 + x2 + · · ·+ xn
n

for xi ≥ 0.

2.
xp1 + xp2 + · · ·+ xpn

n
≥
(x1 + x2 + · · ·+ xn

n

)p
for p ≥ 1, xi ≥ 0. What if 0 < p < 1?

Exercise 8.106. Derive Hölder inequality in Exercise 3.75 by considering the function
∑
bqi

of (b1, b2, . . . , bn) under the constraint
∑
aibi = 1.

Exercise 8.107. Suppose A is a symmetric matrix. Prove that if the quadratic form q(~x) =
A~x · ~x reaches maximum or minimum at ~v on the unit sphere {~x : ‖~x‖2 = 1}, then ~v is an
eigenvector of A.

Exercise 8.108. Fix the base triangle and the height of a pyramid. When is the total area
of the side faces smallest?

Exercise 8.109. The intersection of the plane x+ y− z = 0 and the ellipsoid x2 + y2 + z2−
xy − yz − zx = 1 is an ellipse centered at the origin. Find the lengths of the two axes of
the ellipse.

Constrained Extreme: Quadratic Approximation Condition

After finding the possible local extrema by using the linear approximation, we may
further use the quadratic approximation to determine whether the candidates are
indeed local extrema.

Assume we are in the situation described in Proposition 8.6.3. Further assume
that f and G have continuous second order partial derivatives. Then f and gi have
quadratic approximations near the possible local extreme ~x0

pf (~x) = f(~x0) +∇f(~x0) ·∆~x+
1

2
hf (∆~x),

pgi(~x) = gi(~x0) +∇gi(~x0) ·∆~x+
1

2
hgi(∆~x).

The original constrained local maximum problem

f(~x) < f(~x0) for ~x near ~x0, ~x 6= ~x0, and gi(~x) = ci, 1 ≤ i ≤ k

is approximated by the similar constrained problem

pf (~x) < pf (~x0) = f(~x0) for ~x near ~x0, ~x 6= ~x0, and pgi(~x) = ci, 1 ≤ i ≤ k.

Here the constraint is also quadratically approximated.



8.6. Maximum and Minimum 343

The approximate constrained problem is the same as the following (~v = ∆~x)

∇f(~x0) · ~v +
1

2
hf (~v) < 0

for small ~v 6= ~0 satisfying ∇gi(~x0) · ~v +
1

2
hgi(~v) = 0, 1 ≤ i ≤ k.

The problem is not easy to solve because both approximate function and approxi-
mate constraints are mixes of linear and quadratic terms. To remove the mixture,
we use the Lagrange multipliers λi appearing in Proposition 8.6.3 to introduce

f̃(~x) = f(~x)− ~λ ·G(~x) = f(~x)− λ1g1(~x)− · · · − λkgk(~x).

On the constraint submanifold M , we have f̃ |M = f |M − ~λ · ~c. Therefore the two
restricted functions f̃ |M and f |M differ by a constant, and they have the same
constrained extreme. This means that the problem can be reduced to

∇f̃(~x0) · ~v +
1

2
hf̃ (~v) < 0

for small ~v 6= ~0 satisfying ∇gi(~x0) · ~v +
1

2
hgi(~v) = 0, 1 ≤ i ≤ k.

Since

∇f̃(~x0) = ∇f(~x0)− λ1∇g1(~x0)− · · · − λk∇gk(~x0) = 0,

hf̃ = hf − λ1hg1 − · · · − λkhgk ,

The modified problem is actually

hf̃ (~v) < 0 for small ~v 6= ~0 satisfying ∇gi(~x0) · ~v +
1

2
hgi(~v) = 0, 1 ≤ i ≤ k.

The constraint is linearly approximated by the solution of ∇gi(~x0) · ~v = 0.
By Exercise 8.33, the difference between the linear approximation and the actual
constraint changes hf̃ (~v) by an amount of o(‖~v‖2). In particular, this difference
does not affect the negativity of hf̃ (~v) for small ~v, and the modified problem is
therefore the same as

hf̃ (~v) < 0 for small ~v 6= ~0 satisfying ∇gi(~x0) · ~v = 0, 1 ≤ i ≤ k.

Proposition 8.6.4. Suppose G = (g1, . . . , gk) : Rn → Rk has continuous first order
partial derivatives near ~x0, and G(~x0) = ~c is a regular value of G. Suppose a

function f is second order differentiable at ~x0, and f ′(~x0) = ~λ ·G′(~x0) for a vector
~λ ∈ Rk. Denote the quadratic form

q = hf − ~λ · hG = hf − λ1hg1 − · · · − λkhgk .

1. If q(~v) is positive definite for vectors ~v satisfying G′(~x0)(~v) = ~0, then ~x0 is a
local minimum of f under the constraint G(~x) = ~c.
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2. If q(~v) is negative definite for vectors ~v satisfying G′(~x0)(~v) = ~0, then ~x0 is a
local maximum of f under the constraint G(~x) = ~c.

3. If q(~v) is indefinite for vectors ~v satisfying G′(~x0)(~v) = ~0, then ~x0 is not a
local extreme of f under the constraint G(~x) = ~c.

Proof. Since G(~x) = ~c implies f̃(~x) = f(~x)−~λ·G(~x) = f(~x)−~λ·~c, the local extreme
problem for f(~x) under the constraint G(~x) = ~c is the same as the local extreme
problem for f̃(~x) under the constraint G(~x) = ~c.

Since ~c is a regular value, by Proposition 8.4.3, the constraint G(~x) = ~c means
that, near ~x0, some choice of k coordinates of ~x can be written as a continuously
differentiable map of the other n − k coordinates ~y. Thus the solution of the con-
straint is a map ~x = H(~y) of some coordinates ~y of ~x. In fact, ~x = H(~y) is a regular
parameterization of the constraint submanifold. See Proposition 8.4.2. Then the
problem is to determine whether ~y0 is an unconstrained local extreme of f̃(H(~y)).
The problem can be solved by applying Proposition 8.6.2 to f̃(H(~y)).

Since ~x = H(~y) is the solution of the constraint G(~x) = ~c, the linear approx-
imation ~x = ~x0 + H ′(~y0)(∆~y) is the solution to the linear approximation of the
constraint G′(~x0)(∆~x) = ~0. In other words, vectors of the form ~v = H ′(~y0)(~u)
(i.e., the image of the linear transform H ′(~y0)) are exactly the vectors satisfying
G′(~x0)(~v) = ~0. See the discussion before the Implicit Function Theorem (Theorem
8.3.2) for a more explicit explanation of the fact.

By the computation before the proposition, the quadratic approximation of
f̃(~x) near ~x0 is

f̃(~x) = f̃(~x0) +
1

2
q(∆~x) +R2(∆~x), R2(∆~x) = o(‖∆~x‖2).

The linear approximation of ~x = H(~y) near ~y0 is

~x = H(~y) = ~x0 +H ′(~y0)(∆~y) +R1(∆~y), R1(∆~y) = o(‖∆~y‖).

By the second part of Exercise 8.33, substituting this into the quadratic approxi-
mation of f̃ gives

f̃(H(~y)) = f̃(~x0) +
1

2
q(H ′(~y0)(∆~y)) +R(∆~y), R(∆~y) = o(‖∆~y‖2).

By Proposition 8.6.2, the nature of the quadratic form q(H ′(~y0)(~u)) determines
the nature of local extreme at ~y0. By the earlier discussion, the quadratic form
q(H ′(~y0)(~u)) is exactly the restriction of the quadratic form q(~v) to vectors ~v =
H ′(~y0)(~u) satisfying G′(~x0)(~v) = ~0.

We note that the proposition does not require G to be second order differen-
tiable. Moreover, f is only required to be second order differentiable, and is not
required to have partial derivatives.

We also note that the proof only makes use of some regular parameterization
H(~y) of the constraint submanifold, and does not make use of the specific knowledge
that ~y is some choice of coordinates.
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Example 8.6.11. We try to find the possible local extrema of f = xy2 on the circle g =
x2 + y2 = 3. The linear condition ∇f = (y2, 2xy) = λ∇g = λ(2x, 2y) gives

y2 = 2λx, 2xy = 2λy, x2 + y2 = 3.

The solutions are λ = 0 and (x, y) = (±
√

3, 0), or λ 6= 0 and (x, y) = (±1,±
√

2) (the two
± are independent, so that there are four choices).

To determine whether they are indeed local extrema, we compute the Hessians
hf (u, v) = 4yuv + 2xv2 and hg(u, v) = 2u2 + 2v2. Together with ∇g = (2x, 2y), we
have the following table showing what happens at the six points.

(x0, y0) λ hf − λhg ∇g · (u, v) = 0 restricted hf − λhg
(
√

3, 0) 0 2
√

3v2 2
√

3u = 0 2
√

3v2

(−
√

3, 0) 0 −2
√

3v2 −2
√

3u = 0 −2
√

3v2

(1,
√

2) 1 −2u2 + 4
√

2uv 2u+ 2
√

2v = 0 −6u2

(1,−
√

2) 1 −2u2 − 4
√

2uv 2u− 2
√

2v = 0 −6u2

(−1,
√

2) −1 2u2 + 4
√

2uv −2u+ 2
√

2v = 0 6u2

(−1,−
√

2) −1 2u2 − 4
√

2uv −2u− 2
√

2v = 0 6u2

We note that the unrestricted hf − λhg is a two variable quadratic form, and the
restricted hf − λhg is a single variable quadratic form. So the form 2

√
3v2 in the third

column is, as a two variable form, not positive definite (only positive semi-definite). On
the other hand, the same form 2

√
3v2 in the fifth column is, as a single variable form,

positive definite.
We conclude that (1,±

√
2) and (−

√
3, 0) are local maxima, and (−1,±

√
2) and

(
√

3, 0) are local minima.

Example 8.6.12. In Example 8.6.9, we found that ±
(

1√
3
,

1√
3
,

1√
3

)
are the possible

extrema of f = xy + yz + zx on the sphere x2 + y2 + z2 = 1. To determine whether they
are indeed local extrema, we compute the Hessians hf (u, v, w) = 2uv + 2vw + 2wu and
hx2+y2+z2(u, v, w) = 2u2 + 2v2 + 2w2. At the two points, we have λ = 1 and

hf − λhx2+y2+z2 = −2u2 − 2v2 − 2w2 + 2uv + 2vw + 2wu.

By ∇(x2 + y2 + z2) = (2x, 2y, 2z), we need to consider the sign of hf − λhx2+y2+z2 for
those (u, v, w) satisfying

±
(

1√
3
u+

1√
3
v +

1√
3
w

)
= 0.

Substituting the solution w = −u− v, we get

hf − λhx2+y2+z2 = −6u2 − 6v2 − 6uv = −6

(
u+

1

2
v

)2

− 9

2
v2,

which is negative definite. Thus ±
(

1√
3
,

1√
3
,

1√
3

)
are local maxima.

Exercise 8.110. Determine whether the possible local extrema in Exercise 8.104 are indeed
local maxima or local minima.
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8.7 Additional Exercise
Orthogonal Change of Variable

A change of variable ~x = F (~y) : Rn → Rn is orthogonal if the vectors

~xy1 =
∂~x

∂y1
, ~xy2 =

∂~x

∂y2
, . . . , ~xyn =

∂~x

∂yn

are orthogonal.

Exercise 8.111. Prove that an orthogonal change of variable satisfies
∂yi
∂xj

=
1

‖~xyi‖22
∂xj
∂yi

.

Exercise 8.112. Is the inverse ~y = F−1(~x) of an orthogonal change of variable also an
orthogonal change of variable?

Exercise 8.113. Prove that under an orthogonal change of variable, the gradient in ~x can
be written in terms of the new variable by

∇f =
∂f

∂y1

~xy1
‖~xy1‖22

+
∂f

∂y2

~xy2
‖~xy2‖22

+ · · ·+ ∂f

∂yn

~xyn
‖~xyn‖22

.

Elementary Symmetric Polynomial

The elementary symmetric polynomials for n variables x1, x2, . . . , xn are

σk =
∑

1≤i1<i2<···<ik≤n

xi1xi2 · · ·xik , k = 1, 2, . . . , n.

Vieta’s formulae says that they appear as the coefficients of the polynomial

p(x) = (x− x1)(x− x2) · · · (x− xn)

= xn − σ1x
n−1 + σ2x

n−2 − · · ·+ (−1)n−1σn−1x+ (−1)nσn. (8.7.1)

Therefore ~x 7→ ~σ : Rn → Rn is the map that takes the roots of polynomials to polynomials.

Exercise 8.114. Prove that the derivative
∂~σ

∂~x
of the polynomial with respect to the roots

satisfy 
xn−1

1 xn−2
1 · · · 1

xn−1
2 xn−2

2 · · · 1
...

...
...

xn−1
n xn−2

n · · · 1

 ∂~σ

∂~x
+


p′(x1) 0 · · · 0

0 p′(x2) · · · 0
...

...
...

0 0 · · · p′(xn)

 = O.

Then prove that when the roots ~x0 of a polynomial p0(x) are distinct, the roots ~x of
polynomials p(x) near p0(x) is as a continuously differentiable functions of the polynomial
p(x).

Exercise 8.115. Suppose x0 is a root of a polynomial p0(x). Prove that if x0 is not a
multiple root (which is equivalent to p′0(x0) 6= 0), then polynomials p(x) near p0(x) have
unique roots x(p) close to x0. Moreover, the map p 7→ x(p) is continuously differentiable.
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Power Sum and Newton’s Identity

The power sums for n variables x1, x2, . . . , xn are

sk =
∑

1≤i≤n

xki = xk1 + xk2 + · · ·+ xkn, k = 1, 2, . . . , n.

For the polynomial p(x) in (8.7.1), by adding p(xi) = 0 together for i = 1, 2, . . . , n, we get

sn − σ1sn−1 + σ2sn−2 − · · ·+ (−1)n−1σn−1s1 + (−1)nnσn = 0. (8.7.2)

Exercise 8.116. For

ul,k =
∑

i1<i2<···<il
j 6=ip

xi1xi2 · · ·xilx
k
j , l ≥ 0, k ≥ 1, l + k ≤ n,

prove that

sk = u0,k,

σ1sk−1 = u0,k + u1,k−1,

σ2sk−2 = u1,k−1 + u2,k−2,

...

σk−2s2 = uk−3,3 + uk−2,2,

σk−1s1 = uk−2,2 + kσk.

and derive Newton’s identities

sk − σ1sk−1 + σ2sk−2 − · · ·+ (−1)k−1σk−1s1 + (−1)kkσk = 0, k = 1, 2, . . . , n. (8.7.3)

Exercise 8.117. Prove that there is a polynomial invertible map that relates ~s = (s1, s2, . . . , sn)
and ~σ = (σ1, σ2, . . . , σn). Then discuss the local invertibility of the map ~x 7→ ~σ : Rn → Rn
when there are multiple roots (see Exercise 8.114).

Functional Dependence

A collection of functions are functionally dependent if some can be written as functions of
the others. For example, the functions f = x+y, g = x2 +y2, h = x3 +y3 are functionally

dependent by h =
3

2
fg − 1

2
f3. In the following exercises (except Exercise 8.118), all

functions are continuously differentiable.

Exercise 8.118. At the purely set theoretical level, for two given maps f and g on X, what
is the condition for the existence of a map h satisfying f(x) = h(g(x)) for all x ∈ X?

Exercise 8.119. Prove that if f1(~x), f2(~x), . . . , fn(~x) are functionally dependent, then the
gradients ∇f1, ∇f2, . . . , ∇fn are linearly dependent.

Exercise 8.120. Prove that f1(~x), f2(~x), . . . , fn(~x) are functionally dependent near ~x0 if
and only if there is a function h(~y) defined near ~y0 = (f1(~x0), f2(~x0), . . . , fn(~x0)), such
that ∇h(~y0) 6= ~0 and h(f1(~x), f2(~x), . . . , fn(~x)) = 0.
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Exercise 8.121. Suppose ∇g(~x0) 6= ~0, and ∇f is always a scalar multiple of ∇g near ~x0.
Prove that there is a function h(y) defined for y near g(~x0), such that f(~x) = h(g(~x)) near
~x0.

Hint: If
∂g

∂x1
6= 0, then (x1, x2, . . . , xn) 7→ (g, x2, . . . , xn) is invertible near ~x0. After

changing the variables from (x1, x2, . . . , xn) to (g, x2, . . . , xn), verify that
∂f

∂x2
= · · · =

∂f

∂xn
= 0.

Exercise 8.122. Suppose ∇g1, ∇g2, . . . , ∇gk are linearly independent at ~x0, and ∇f is a
linear combination of ∇g1, ∇g2, . . . , ∇gk near ~x0. Prove that there is a function h(~y)
defined for ~y near (g1(~x0), g2(~x0), . . . , gk(~x0)), such that f(~x) = h(g1(~x), g2(~x), . . . , gk(~x))
near ~x0.

Exercise 8.123. Suppose the rank of the gradient vectors ∇f1, ∇f2, . . . , ∇fm is always k
near ~x0. Prove that there are k functions from f1, f2, . . . , fm, such that the other m− k
functions are functionally dependent on these k functions.

Exercise 8.124. Determine functional dependence.

1. x+ y + z, x2 + y2 + z2, x3 + y3 + z3.

2. x+ y − z, x− y + z, x2 + y2 + z2 − 2yz.

3.
x

x2 + y2 + z2
,

y

x2 + y2 + z2
,

z

x2 + y2 + z2
.

4.
x√

x2 + y2 + z2
,

y√
x2 + y2 + z2

,
z√

x2 + y2 + z2
.

Convex Subset and Convex Function

A subset A ⊂ Rn is convex if ~x, ~y ∈ A implies the straight line connecting ~x and ~y still lies
in A. In other words, (1− λ)~x+ λ~y ∈ A for any 0 < λ < 1.

A function f(~x) defined on a convex subset A is convex if

0 < λ < 1 =⇒ (1− λ)f(~x) + λf(~y) ≥ f((1− λ)~x+ λ~y).

Exercise 8.125. For any λ1, λ2, . . . , λk satisfying λ1 + λ2 + · · · + λk = 1 and 0 ≤ λi ≤ 1,
extend Jensen’s inequality in Exercise 3.118 to multivariable convex functions

f(λ1~x1 + λ2~x2 + · · ·+ λk~xk) ≤ λ1f(~x1) + λ2f(~x2) + · · ·+ λkf(~xk).

Exercise 8.126. Prove that a function f(~x) is convex if and only if its restriction on any
straight line is convex.

Exercise 8.127. Prove that a function f(~x) is convex if and only if for any linear function
L(~x) = a+ b1x1 + b2x2 + · · ·+ bnxn, the subset {~x : f(~x) ≤ L(~x)} is convex.

Exercise 8.128. Extend Exercise 3.112 to multivariable: A function f(~x) defined on an open
convex subset is convex if and only if for any ~z in the subset, there is a linear function
K(~x), such that K(~z) = f(~z) and K(~x) ≤ f(~x).
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Exercise 8.129. Prove that any convex function on an open convex subset is continuous.

Exercise 8.130. Prove that a second order continuously differentiable function f(~x) on an
open convex subset is convex if and only if the Hessian is positive semi-definite: hf (~v) ≥ 0
for any ~v.

Remark on Alexandrov theorem ?????????

Laplacian

The Laplacian of a function f(~x) is

∆f =
∂2f

∂x2
1

+
∂2f

∂x2
2

+ · · ·+ ∂2f

∂x2
n

.

Functions satisfying the Laplace equation ∆f = 0 are called harmonic.

Exercise 8.131. Prove that ∆(f + g) = ∆f + ∆g and ∆(fg) = g∆f + f∆g + 2∇f · ∇g.

Exercise 8.132. Suppose a function f(~x) = u(r) depends only on the Euclidean norm
r = ‖~x‖2 of the vector. Prove that ∆f = u′′(r) + (n − 1)r−1u′(r) and find the condition
for the function to be harmonic.

Exercise 8.133. Derive the Laplacian in R2

∆f =
∂2f

∂r2
+

1

r

∂f

∂r
+

1

r2

∂2f

∂θ2
.

in the polar coordinates. Also derive the Laplacian in R3

∆f =
∂2f

∂r2
+

2

r

∂f

∂r
+

1

r2

∂2f

∂θ2
+

cosφ

r2 sinφ

∂f

∂θ
+

1

r2 sin2 φ

∂2f

∂θ2
.

in the spherical coordinates.

Exercise 8.134. Let ~x = F (~y) : Rn → Rn be an orthogonal change of variable (see Exercise
(8.112)). Let |J | = ‖~xy1‖2‖~xy2‖2 · · · ‖~xyn‖2 be the absolute value of the determinant of
the Jacobian matrix. Prove the Laplacian is

∆f =
1

|J |

(
∂

∂y1

(
|J |
‖~xy1‖22

∂f

∂y1

)
+

∂

∂y2

(
|J |
‖~xy2‖22

∂f

∂y2

)
+ · · ·+ ∂

∂yn

(
|J |
‖~xyn‖22

∂f

∂yn

))
.

In particular, if the change of variable is orthonormal (i.e., ‖~xyi‖2 = 1), then the Laplacian
is not changed.

Euler Equation

Exercise 8.135. Suppose a function f is differentiable away from ~0. Prove that f is homo-
geneous of degree p if and only if it satisfies the Euler equation

x1fx1 + x2fx2 + · · ·+ xnfxn = pf.

What about a weighted homogeneous function?
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Exercise 8.136. Extend the Euler equation to high order derivatives∑
i1,i2,...,ik≥1

xi1xi2 · · ·xik
∂kf

∂xi1∂xi2 · · · ∂xik
= p(p− 1) · · · (p− k + 1)f.

Exercise 8.137. Prove that a change of variable ~x = H(~z) : Rn → Rn preserves
∑
xifxi

z1(f ◦H)z1 + z2(f ◦H)z2 + · · ·+ zn(f ◦H)zn = x1fx1 + x2fx2 + · · ·+ xnfxn .

for any differentiable function f(~x) if and only if it preserves the scaling

H(c~z) = cH(~z) for any c > 0.

Size of Polynomial vs. Size of Root

In Exercises 8.114 and 8.115, polynomials are identified with the coefficient vector ~σ. The
roots can often be locally considered as functions of the polynomial. The following exercises
explore the relation between the size of ~σ (which is the size of the polynomial) and the
size of the root x.

Exercise 8.138. Prove that x(~σ) is weighted homogeneous

tx(σ1, σ2, . . . , σn) = x(tσ1, t
2σ2, . . . , t

nσn).

Then use this to show that the root function has no local extreme for ~σ ∈ Rn.

Exercise 8.139. Among all the polynomials with coefficients satisfying ‖~σ‖2 ≤ 1, what is
the largest root? Moreover, does the root have any local maximum?
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9.1 Length in R
Starting from the length of an intervals, we try to extend the length to more good
subsets of R.

Length of Finite Union of Intervals

Denote by 〈a, b〉 an interval of left end a and right end b. The notation can mean
any one of (a, b), [a, b], (a, b] or [a, b). The length of the interval is

λ〈a, b〉 = b− a.

More generally, for a (pairwise) disjoint union

tni=1〈ai, bi〉 = 〈a1, b1〉 t 〈a2, b2〉 · · · t 〈an, bn〉

of finitely many intervals, the length is the sum of the lengths of the intervals

λ(tni=1〈ai, bi〉) =

n∑
i=1

(bi − ai).

In the future, “disjoint” will always mean “pairwise disjoint”. A union denoted
by t will always mean (pairwise) disjoint union.

Proposition 9.1.1. If

〈a1, b1〉 t 〈a2, b2〉 t · · · t 〈am, bm〉 ⊂ 〈c1, d1〉 ∪ 〈c2, d2〉 ∪ · · · ∪ 〈cn, dn〉,

then

λ(tmi=1〈ai, bi〉) =

m∑
i=1

λ〈ai, bi〉 ≤
n∑
j=1

λ〈cj , dj〉.

Since there might be some overlapping between different intervals 〈cj , dj〉,
the sum

∑n
j=1 λ〈cj , dj〉 on the right side is not necessarily the length of the union

〈c1, d1〉 ∪ 〈c2, d2〉 ∪ · · · ∪ 〈cn, dn〉.
As an immediate consequence of the proposition, if tmi=1〈ai, bi〉 = tnj=1〈cj , dj〉,

then the equality means ⊂ and ⊃. By applying the proposition to ⊂ and to ⊃, we
get

∑m
i=1(bi−ai) =

∑n
j=1(dj−cj). This shows that the definition of λ(tmi=1〈ai, bi〉)

is not ambiguous.

Proof. If k = 1, then

〈a1, b1〉 t 〈a2, b2〉 t · · · t 〈am, bm〉 ⊂ 〈c1, d1〉.

The disjoint property implies that, after rearranging the intervals, we may assume

c1 ≤ a1 ≤ b1 ≤ a2 ≤ b2 ≤ · · · ≤ am ≤ bm ≤ d1.
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Then

λ(tmi=1〈ai, bi〉) =

m∑
i=1

(bi − ai)

= bm − (am − bm−1)− · · · − (a3 − b2)− (a2 − b1)− a1

≤ bm − a1 ≤ d1 − c1 = λ〈c1, d1〉.

Next assume the proposition holds for n− 1. We try to prove the proposition
for n. Note that cn, dn divide the whole real line into three disjoint parts,

R = (−∞, cn〉 t 〈cn, dn〉 t 〈dn,+∞),

and any interval is divided accordingly into three disjoint intervals,

〈a, b〉 = 〈a−, b−〉 t 〈a′, b′〉 t 〈a+, b+〉.

It is easy to verify that

λ〈a, b〉 = λ〈a−, b−〉+ λ〈a′, b′〉+ λ〈a+, b+〉.

The inclusion 〈a1, b1〉t〈a2, b2〉 · · ·t〈am, bm〉 ⊂ 〈c1, d1〉∪〈c2, d2〉∪· · ·∪〈cn, dn〉
implies that

〈a′1, b′1〉 t 〈a′2, b′2〉 · · · t 〈a′m, b′m〉 ⊂ 〈cn, dn〉,
and

〈a−1 , b
−
1 〉 t 〈a

−
2 , b
−
2 〉 · · · t 〈a−m, b−m〉 t 〈a

+
1 , b

+
1 〉 t 〈a

+
2 , b

+
2 〉 · · · t 〈a+

m, b
+
m〉

⊂ 〈c1, d1〉 ∪ 〈c2, d2〉 ∪ · · · ∪ 〈cn−1, dn−1〉.

By the inductive assumption, we have

m∑
i=1

[λ〈a−i , b
−
i 〉+ λ〈a+

i , b
+
i 〉] ≤

n−1∑
j=1

λ〈cj , dj〉,

and
m∑
i=1

λ〈a′i, b′i〉 ≤ λ〈cn, dn〉.

Adding the inequalities together, we get

λ(tmi=1〈ai, bi〉) =

m∑
i=1

λ〈ai, bi〉

=

m∑
i=1

[λ〈a−i , b
−
i 〉+ λ〈a′i, b′i〉+ λ〈a+

i , b
+
i 〉]

≤
n−1∑
j=1

λ〈cj , dj〉+ λ〈cn, dn〉 =

n∑
j=1

λ〈cj , dj〉.

This completes the proof by induction.
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It is easy to see that any union of finitely many intervals can be expressed
as a (pairwise) disjoint union of finitely many intervals. Moreover, if A and B are
disjoint unions of finitely many intervals, then A ∪ B, A ∩ B and A − B are also
disjoint unions of finitely many intervals. See Exercise 9.2 for details.

Proposition 9.1.2. The length of disjoint unions of finitely many intervals satisfy

λ(A ∪B) = λ(A) + λ(B)− λ(A ∩B).

Proof. The end points of intervals in A and B divide the real line into finitely
many disjoint intervals. Then A, B, A ∪ B, A ∩ B are unions of some of these
disjoint intervals. More specifically, let IA and IB be the collections of such intervals
included in A and B. Then

A = tI∈IAI, B = tI∈IBI, A ∪B = tI∈IA∪IBI, A ∩B = tI∈IA∩IBI.

By the definition of the length of union of disjoint intervals,

λ(A ∪B) =
∑

I∈IA∪IB

λ(I) =
∑
I∈IA

λ(I) +
∑
I∈IB

λ(I)−
∑

I∈IA∩IB

λ(I)

= λ(A) + λ(B)− λ(A ∩B).

Strictly speaking, the first and the third equalities use the fact that the concept
of length is well defined. The reason for the second equality is that the sum∑
I∈IA λ(I) +

∑
I∈IB λ(I) double counts the lengths in the sum

∑
I∈IA∪IB λ(I)

of those intervals in IA ∩ IB . Therefore subtracting the sum
∑
I∈IA∩IB λ(I) of

double counted intervals restores the equality.

Exercise 9.1. Let Σ be the collection of disjoint unions of finitely many intervals. The
following steps establish the property that A,B ∈ Σ implies A ∪B,A ∩B,A−B ∈ Σ.

1. Prove that if A,B ∈ Σ, then the intersection A ∩B ∈ Σ.

2. Prove that if A ∈ Σ, then the complement R−A ∈ Σ.

3. Use the first two steps to prove that if A,B ∈ Σ, then the union A∪B ∈ Σ and the
subtraction A−B ∈ Σ.

Exercise 9.2. Let C be a collection of subsets of X. Let Σ be the collection of disjoint
unions of finitely many subsets from C. Prove that if A,B ∈ C implies A ∩B,X −A ∈ Σ,
then A,B ∈ Σ implies A ∪B,A ∩B,A−B ∈ Σ.

Exercise 9.3. Prove that if A,B,C are disjoint unions of finitely many intervals, then

λ(A ∪B ∪ C) = λ(A) + λ(B) + λ(C)

− λ(A ∩B)− λ(B ∩ C)− λ(C ∩A) + λ(A ∩B ∩ C).

Exercise 9.4. Let Ai be disjoint unions of finitely many intervals. Prove λ(∪ni=1Ai) ≤∑n
i=1 λ(Ai), and that the inequality becomes equality if Ai are disjoint.
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Length of Open Subsets

A subset U ⊂ R is open if x ∈ U implies (x − ε, x + ε) ⊂ U for some ε > 0. See
Definition 6.4.1. By Theorem 6.4.6, U is a disjoint union of countably many open
intervals, and the decomposition is unique.

Definition 9.1.3. The length of a bounded open subset U = t(ai, bi) ⊂ R is

λ(U) =
∑

(bi − ai).

The bounded open subset U is contained in a bounded interval [c, d]. Then we
have tni=1(ai, bi) ⊂ [c, d] for any n, and Proposition 9.1.1 implies that the partial
sums of the series

∑
(bi − ai) are bounded. Therefore the series in the definition

converges. Moreover, the definition clearly extends the length of unions of finitely
many open intervals.

By Proposition 6.4.4, unions of open subsets are open, and finite intersections
of open subsets are also open. The following extends Propositions 9.1.1 and 9.1.2.

Proposition 9.1.4. The length of open subsets has the following properties.

1. If U ⊂ ∪Vi, then λ(U) ≤
∑
λ(Vi).

2. λ(U ∪ V ) = λ(U) + λ(V )− λ(U ∩ V ).

The first property implies that λ is monotone

U ⊂ V =⇒ λ(U) ≤ λ(V ),

and countably subadditive

λ(∪Ui) ≤
∑

λ(Ui).

Proof. By expressing each Vi as a disjoint union of open intervals, the first property
means that U ⊂ ∪(cj , dj) implies λ(U) ≤

∑
(dj − cj). Let U = t(ai, bi). Then for

any ε > 0 and n, the compact subset

K = [a1 + ε, b1 − ε] t · · · t [an + ε, bn − ε]

is covered by the open intervals (cj , dj). By Theorem 1.5.6, we have

K ⊂ (c1, d1) ∪ · · · ∪ (ck, dk)

for finitely many intervals among (cj , dj). Applying Proposition 9.1.1, we get

n∑
i=1

(bi − ai)− 2nε =

n∑
i=1

[(bi − ε)− (ai + ε)] ≤
k∑
j=1

(dj − cj) ≤
∑

(dj − cj).

For fixed n, since ε is arbitrary and independent of n, we get

n∑
i=1

(bi − ai) ≤
∑

(dj − cj).
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Then since the right side is independent of n, we conclude that

λ(U) =
∑

(bi − ai) = lim
n→∞

n∑
i=1

(bi − ai) ≤
∑

(dj − cj).

For the second property, let U = t(ai, bi), V = t(cj , dj), and

Un = (a1, b1) t · · · t (an, bn),

Vn = (c1, d1) t · · · t (cn, dn).

We note that U − Un = ti>n(ai, bi) is still open, and V − Vn is also open. By
Proposition 9.1.2, we have (recall that λ extends l)

λ(Un ∪ Vn) = λ(Un) + λ(Vn)− λ(Un ∩ Vn).

We will argue about the limits of the four terms in the equality. Then taking the
limit as n→∞ gives us

λ(U ∪ V ) = λ(U) + λ(V )− λ(U ∩ V ).

By the convergence of
∑

(bi − ai) and
∑

(di − ci), for any ε > 0, there is N ,
such that n > N implies

0 ≤ λ(U)− λ(Un) = λ(U − Un) =
∑
i>n

(bi − ai) ≤ ε,

0 ≤ λ(V )− λ(Vn) = λ(V − Vn) =
∑
i>n

(di − ci) ≤ ε.

Moreover, by

Un ∪ Vn ⊂ U ∪ V = (Un ∪ Vn) ∪ (U − Un) ∪ (V − Vn),

Un ∩ Vn ⊂ U ∩ V ⊂ (Un ∩ Vn) ∪ (U − Un) ∪ (V − Vn),

and the first part, n > N also implies

λ(Un ∪ Vn) ≤ λ(U ∪ V )

≤ λ(Un ∪ Vn) + λ(U − Un) + λ(V − Vn)

≤ λ(Un ∪ Vn) + 2ε,

λ(Un ∩ Vn) ≤ λ(U ∩ V )

≤ λ(Un ∩ Vn) + λ(U − Un) + λ(V − Vn)

≤ λ(Un ∩ Vn) + 2ε.

Therefore we conclude that

lim
n→∞

λ(Un) = λ(U), lim
n→∞

λ(Vn) = λ(V ),

lim
n→∞

λ(Un ∪ Vn) = λ(U ∪ V ), lim
n→∞

λ(Un ∩ Vn) = λ(U ∩ V ).
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Length of Compact Subsets

We will use the length of bounded open subsets to approximate any bounded subsets
of R. Specifically, we consider all open subsets U containing a bounded subset A.
The “length” of A, whatever our future definition is, should be no more than λ(U).
Therefore, we get the upper bound

µ∗(A) = inf{λ(U) : A ⊂ U, U open}

for the length of A.
However, in such consideration, we also note that A ⊂ U ⊂ [−r, r] is the

same as K = [−r, r] − U ⊂ [−r, r] − A = B, where B can also be any bounded
subset, and K is closed. This means that, as a consequence of using open subsets to
approximate subsets from outside, we should also use closed subsets to approximate
subsets from inside. Such consideration makes it necessary to define the length of
closed subsets.

Definition 9.1.5. The length of a bounded and closed (same as compact) subset
K ⊂ R is

λ(K) = λ(U)− λ(U −K),

where U is a bounded open subset containing K.

We need to verify that the definition is independent of the choice of U . Let U
and V be open subsets containing K, then W = U ∩ V is an open subset satisfying
K ⊂W ⊂ U . Applying the second property in Proposition 9.1.4 to

U = (U −K) ∪W, W −K = (U −K) ∩W,

we get
λ(U) = λ(U −K) + λ(W )− λ(W −K).

This is the same as

λ(U)− λ(U −K) = λ(W )− λ(W −K).

By the same reason, we also have

λ(V )− λ(V −K) = λ(W )− λ(W −K).

This proves that the definition of λ(K) is independent of U .

Exercise 9.5. Prove that the definition of the length of bounded and closed subsets extends
the length of unions of finitely many closed intervals.

Exercise 9.6. Prove properties of the length of bounded and closed subsets.

1. K ⊂ L implies λ(K) ≤ λ(L).

2. λ(K ∪ L) = λ(K) + λ(L)− λ(K ∩ L).
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Exercise 9.7. Suppose K is compact and U is open.

1. Prove that λ(K) ≤ λ(K − U) + λ(U), and equality happens when U ⊂ K.

2. Prove that λ(U) ≤ λ(U −K) + λ(K), and the equality happens when K ⊂ U .

Exercise 9.8. Prove that if U ⊂ K ⊂ V , K compact, U and V open, then λ(U) ≤ λ(K) ≤
λ(V ).

9.2 Lebesgue Measure in R
The approximation of any bounded subset from outside by open subsets and from
inside by closed subsets leads to the upper and lower bounds of the length of the
subset. When the two bounds coincide, there is no ambiguity about the length of
the subset.

Definition 9.2.1. The Lebesgue outer measure of a bounded subset A ⊂ R is

µ∗(A) = inf{λ(U) : A ⊂ U, U open}.

The Lebesgue inner measure is

µ∗(A) = sup{λ(K) : K ⊂ A, K closed}.

The subset is Lebesgue measurable if µ∗(A) = µ∗(A) and the number is the Lebesgue
measure µ(A) of A.

It follows immediately that A is Lebesgue measurable if and only if for any
ε > 0, there are open U and closed K, such that

K ⊂ A ⊂ U and λ(U −K) = λ(U)− λ(K) < ε.

Moreover, the measure µ(A) is the only number satisfying λ(K) ≤ µ(A) ≤ λ(U) for
any K ⊂ A ⊂ U .

Proposition 9.2.2. The outer and inner measures have the following properties.

1. 0 ≤ µ∗(A) ≤ µ∗(A).

2. A ⊂ B implies µ∗(A) ≤ µ∗(B), µ∗(A) ≤ µ∗(B).

3. µ∗(∪Ai) ≤
∑
µ∗(Ai) for any countable union ∪Ai.

Proof. The inequality µ∗(A) ≤ µ∗(A) follows from λ(K) = λ(U)−λ(U−K) ≤ λ(U)
for K ⊂ A ⊂ U . The second property follows from the definition and the monotone
property of λ (Proposition 9.1.4 and Exercise 9.6).

Now we prove the third property. For any ε > 0 and i, by the definition of µ∗,
there is open Ui, such that

Ai ⊂ Ui, λ(Ui) < µ∗(Ai) +
ε

2i
.
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Then ∪Ai ⊂ ∪Ui, the union ∪Ui of open subsets is still open, and by the countable
subadditivity of λ, we have

µ∗(∪Ai) ≤ λ(∪Ui) ≤
∑

λ(Ui) <
∑(

µ∗(Ai) +
ε

2i

)
≤
∑

µ∗(Ai) + ε.

Since ε is arbitrary, we get µ∗(∪Ai) ≤
∑
µ∗(Ai).

An immediate consequence of the proposition is the following result on subsets
of measure 0.

Proposition 9.2.3. If µ∗(A) = 0, then A is measurable with µ(A) = 0. Moreover,
any subset of a set of measure zero is also a set of measure zero.

Exercises 9.12 through 9.18 establish basic properties of the Lebesgue measure
in R. These properties will be established again in more general context in the
subsequence sections.

Example 9.2.1. For any internal A = 〈a, b〉, the inclusions

K = [a+ ε, b− ε] ⊂ A ⊂ U = (a− ε, b+ ε)

tell us

(b− a)− 2ε ≤ µ∗(A) ≤ µ∗(A) ≤ (b− a) + 2ε.

Since ε is arbitrary, we get µ∗(A) = µ∗(A) = b − a. Therefore the interval is Lebesgue
measurable, with the usual length as the measure.

Example 9.2.2. Let A = {an : n ∈ N} be a countable subset. Then

µ∗(A) = µ∗(∪{an}) ≤
∑

µ∗({an}) =
∑

0 = 0.

Therefore any countable subset has measure 0. In particular, this implies that the interval
[0, 1] is not countable.

Example 9.2.3. We should verify that the general definition of Lebesgue measure extends
the length of open subsets defined earlier. For any open subset A = t(ai, bi), the inclusions

K = [a1 + ε, b1 − ε] ∪ · · · ∪ [an + ε, bn − ε] ⊂ A ⊂ U = A

tell us
n∑
i=1

(bi − ai)− 2nε ≤ µ∗(A) ≤ µ∗(A) ≤
∞∑
i=1

(bi − ai).

Since this is true for any ε and n, we get

µ∗(A) = µ∗(A) =
∑

(bi − ai) = λ(A).

The Lebesgue measure also extends the length of closed subsets. See Exercise 9.13.
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Example 9.2.4 (Cantor Set). Example 9.2.2 tells us that countable subsets have measure
zero. Here we construct an uncountable subset with measure zero.

For any closed interval [a, b], we delete the middle third segment to get

[a, b]∗ = [a, b]−
(
a+ 2b

3
,

2a+ b

3

)
=

[
a,
a+ 2b

3

]
∪
[

2a+ b

3
, b

]
.

For a finite union A = t[ai, bi] of closed intervals, denote A∗ = t[ai, bi]
∗. Define K0 =

[0, 1], Kn+1 = K∗n. Then the Cantor set is

K = ∩Kn = [0, 1]−
(

1

3
,

2

3

)
−
(

1

9
,

2

9

)
−
(

7

9
,

8

9

)
−
(

1

27
,

2

27

)
− · · · .

0 0.1[3] 0.2[3] 1

0 0.11[3] 0.12[3] 0.1[3] 0.2[3] 0.21[3] 0.22[3] 1

K1

K2

K3

K4

Figure 9.2.1. construction of Cantor set

The Cantor set K is closed because it is the complement of an open subset. Since

K is obtained by deleting 1 interval of length
1

3
, 2 interval of length

1

32
, 22 = 4 interval

of length
1

33
, . . . , 2n−1 interval of length

1

3n
, . . . , by first part of Exercise 9.7, we have

λ(K) = λ[0, 1]−
(

1

3
+ 2

1

32
+ 22 1

33
+ · · ·

)
= 1− 1

3

1

1− 2

3

= 0.

Exercise 9.10 gives another argument for λ(K) = 0 that does not use Exercise 9.7.
The middle third of the interval [0, 1] consists of numbers of the form 0.1 · · · in base 3.

Therefore deleting the interval means numbers of the form 0.0 · · ·[3] or 0.2 · · ·[3]. (Note that
1

3
= 0.02̄[3] and 1 = 0.2̄[3], where 2̄ means 2 repeated forever.) The same pattern repeats

for

[
0,

1

3

]
, which consists of numbers of the form 0.0 · · ·[3]. Deleting the middle third from[

0,
1

3

]
gives us the numbers of the form 0.00 · · ·[3] or 0.02 · · ·[3]. Similarly, deleting the

middle third from

[
2

3
, 1

]
gives us 0.20 · · ·[3] or 0.22 · · ·[3]. The pattern repeats, and we end

up with the base 3 description of the Cantor set

K = {0.a1a2a3 · · ·[3] : ai = 0 or 2}, 0.a1a2a3 · · ·[3] =

∞∑
i=1

ai
3i
.

By expressing numbers in [0, 1] in binary form (i.e., in base 2), we get a map

κ : K → [0, 1], κ(0.a1a2a3 · · ·[3]) = 0.b1b2b3 · · ·[2] , ai = 0 or 2, bi =
ai
2

= 0 or 1.
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The map is generally one-to-one, with the only exception that the two ends of any interval
in [0, 1]−K should give the same value (and thus all exceptions are two-to-one)

κ(0.a1 · · · an02̄[3]) = κ(0.a1 · · · an2[3]) = 0.b1 · · · bn1[2].

In particular, the number of elements in K is the same as the real numbers in [0, 1]. This
number is not countable.

Exercise 9.9. Directly prove that any countable subset has measure 0. In other words, for
any countable subset A and ε > 0, find an open subset U , such that A ⊂ U and λ(U) ≤ ε.

Exercise 9.10. For the sequence Kn used in the construction of the Cantor set K, show
that λ(Kn+1) = 2

3
λ(Kn). Then use this to show that λ(K) = 0.

Exercise 9.11. Suppose A ⊂ [a, b] satisfies µ([a, b]−A) = 0. Prove that A is dense in [a, b].
In other words, for any nonempty open interval I inside [a, b], the intersection A∩ I is not
empty.

Exercise 9.12. Prove that if A and B are Lebesgue measurable, then A ∪ B, A ∩ B and
A−B are Lebesgue measurable, and µ(A ∪B) = µ(A) + µ(B)− µ(A ∩B).

Exercise 9.13. Prove that any compact subset K is Lebesgue measurable and µ(K) = λ(K).

Exercise 9.14. Prove that µ∗(tAi) ≥
∑
µ∗(Ai) for a countable disjoint union. In case Ai

are measurable, further prove that tAi is measurable and µ(tAi) =
∑
µ(Ai).

Exercise 9.15. Prove that the union and the intersection of countably many uniformly
bounded Lebesgue measurable subsets are Lebesgue measurable.

Exercise 9.16. Prove that if µ∗(A) = 0, then µ∗(A ∪B) = µ∗(B) and µ∗(A ∪B) = µ∗(B).

Exercise 9.17. Suppose A and B differ by a subset of measure zero. In other words, we have
µ∗(A− B) = µ∗(B − A) = 0. Prove that A is measurable if and only if B is measurable.
Moreover, we have µ(A) = µ(B) in case both are measurable.

Exercise 9.18. Prove that the following are equivalent to the Lebesgue measurability of a
subset A ⊂ R.

1. For any ε > 0, there is open U ⊃ A, such that µ∗(U −A) < ε.

2. For any ε > 0, there is closed K ⊂ A, such that µ∗(A−K) < ε.

3. For any ε > 0, there is a finite union U of open intervals, such that µ∗((U − A) ∪
(A− U)) < ε.

4. For any ε > 0, there is a finite union U of open intervals, such that µ∗(U − A) < ε
and µ∗(A− U) < ε.

Exercise 9.19. Recall from Exercise 2.42 that a real function f is Lipschitz if there is a
constant L, such that |f(x)− f(y)| ≤ L|x− y| for any x and y.

1. Prove that the Lipschitz function satisfies µ∗(f(A)) ≤ Lµ∗(A).
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2. Prove that if A is Lebesgue measurable, then f(A) is also Lebesgue measurable.

Example 11.4.5 shows that a continuous function may not take Lebesgue measurable sub-
sets to Lebesgue measurable subsets.

9.3 Outer Measure
The inner measure in R is introduced by uing the outer measure of the complement.
This suggests that we should be able to characterize Lebesgue measurability by using
the outer measure only. Once this is achieved, the outer measure and measurability
can be extended to general abstract setting.

Carathéodory Theorem

The following says that a subset is Lebesgue measurable if and only if it and its
complement can be used to “cut” the outer measure of any subset.

Theorem 9.3.1 (Carathéodory). A bounded subset A ⊂ R is Lebesgue measurable if
and only if

µ∗(X) = µ∗(X ∩A) + µ∗(X −A)

for any bounded subset X.

By the third property in Proposition 9.2.2, we always have µ∗(X) ≤ µ∗(X ∩
A)+µ∗(X−A). The theorem says that Lebesgue measurable subsets induce “good
cuts”. The proof makes use of the following technical result.

Lemma 9.3.2. If A and B are disjoint, then

µ∗(A tB) ≤ µ∗(A) + µ∗(B) ≤ µ∗(A tB).

Proof. For any ε > 0, there are open U ⊃ A ∪B and closed K ⊂ A, such that

λ(U) < µ∗(A tB) + ε, λ(K) > µ∗(A)− ε.

Since U −K is open and contains B, we also have λ(U −K) ≥ µ∗(B). Then

µ∗(A tB) + ε > λ(U) = λ(K) + λ(U −K) > µ∗(A)− ε+ µ∗(B).

Because ε is arbitrary, this implies the second inequality of the lemma.
Now we turn to the first inequality. For any ε > 0, there are closed K ⊂ A∪B

and open U ⊃ B, such that

λ(K) > µ∗(A ∪B)− ε, λ(U) < µ∗(B) + ε.

Since K −U is closed and contained in A, we also have µ∗(A) ≥ λ(K −U). By the
second part of Exercise 9.7, we have

µ∗(A ∪B)− ε < λ(K) ≤ λ(K − U) + λ(U) < µ∗(A) + µ∗(B) + ε.

Because ε is arbitrary, this further implies the first inequality of the lemma.
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Proof of Theorem 9.3.1. For the sufficiency, we assume that the “cutting equality”
holds. Applying the equality to a bounded interval X containing A, we get

µ∗(A) + µ∗(X −A) = µ∗(X) (cutting equality)

= µ∗(X) (X is Lebesgue measurable)

≤ µ∗(A) + µ∗(X −A). (Lemma 9.3.2)

This implies µ∗(A) ≤ µ∗(A), so that A is Lebesgue measurable.
For the necessity, we first prove the “cutting equality” under the stronger

assumption that A∩U is Lebesgue measurable for any open U . For any X and any
ε > 0, there is open U ⊃ X, such that λ(U) < µ∗(X) + ε. Then

µ∗(X) + ε > µ∗(U) ≥ µ∗(U ∩A) + µ∗(U −A) (Lemma 9.3.2)

= µ∗(U ∩A) + µ∗(U −A) (stronger assumption)

≥ µ∗(X ∩A) + µ∗(X −A). (Proposition 9.3.1)

Since ε is arbitrary, we get µ∗(X) ≥ µ∗(X ∩ A) + µ∗(X − A). Since µ∗(X) ≤
µ∗(X ∩A) +µ∗(X −A) always holds by the third property in Proposition 9.2.2, we
get the cutting equality.

For the general case of the necessity, we note that the intersection of any two
open subsets is open. By Example 9.2.3, therefore, open subsets satisfy the stronger
assumption. For Lebesgue measurable A and open U , we then have

µ∗(A ∩ U) + µ∗(A− U) = µ∗(A) (U gives cutting equality)

= µ∗(A) (A is Lebesgue measurable)

≤ µ∗(A ∩ U) + µ∗(A− U). (Lemma 9.3.2)

Therefore µ∗(A∩U) ≤ µ∗(A∩U). This proves that A∩U is Lebesgue measurable for
any open U . Then by the special case proved above, A gives the cutting equality.

Abstract Outer Measure

Theorem 9.3.1 suggests how to establish a general measure theory by using outer
measure only. First, Proposition 9.2.2 suggests the definition of general outer mea-
sure.

Definition 9.3.3. An outer measure on a set X is an extended number µ∗(A) as-
signed to each subset A ⊂ X, such that the following are satisfied.

1. Empty Set: µ∗(∅) = 0.

2. Monotone: A ⊂ B implies µ∗(A) ≤ µ∗(B).

3. Countable Subadditivity: µ∗(∪Ai) ≤
∑
µ∗(Ai) for countable union ∪Ai.

By extended number, we mean that the value can be +∞. The first two
properties imply that µ∗(A) ≥ 0 for any A.
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Example 9.3.1. A trivial example of the outer measure is µ∗(A) = 1 for any nonempty
subset A, and µ∗(∅) = 0. More generally, we may fix Y ⊂ X and define

µ∗(A) =

{
1, if A 6⊂ Y,
0, if A ⊂ Y.

Example 9.3.2. Let X be any set. For any A ⊂ X, let µ∗(A) be the number of elements
in A. In case A is infinite, let µ∗(A) = +∞. Then µ∗ is an outer measure.

Example 9.3.3. The Lebesgue outer measure on R has been defined for bounded subsets.
The definition can be extended to any subset of R by taking the limit of the bounded case

µ∗(A) = lim
r→+∞

µ∗(A ∩ [−r, r]) = sup
r>0

µ∗(A ∩ [−r, r]).

Alternatively, we can keep using the old definition

µ∗(A) = inf{λ(U) : A ⊂ U, U open}.

Here we still express (not necessarily bounded) U as a disjoint union of open intervals and
define λ(U) as the sum of the lengths of these open intervals.

Exercise 9.20. Prove that the definition of the outer measure is not changed if we addition-
ally require that union in the third condition to be disjoint.

Exercise 9.21. Prove that the sum of countably many outer measures is an outer measure.
Prove that the positive scalar multiple of an outer measure is an outer measure.

Exercise 9.22. Suppose µ∗ is an outer measure on X and Y ⊂ X. Prove that the restriction
of µ∗ to subsets of Y is an outer measure on Y .

Exercise 9.23. Suppose µ∗1 and µ∗2 are outer measures on X1 and X2. Prove that µ∗(A) =
µ∗1(A∩X1)+µ∗2(A∩X2) is an outer measure on X1tX2. Extend the result to any disjoint
union.

Exercise 9.24. Prove that the first definition in Example 9.3.3 indeed gives an outer mea-
sure.

Exercise 9.25. Prove that the extended definition of λ(U) in Example 9.3.3 satisfies λ(∪Ui) ≤∑
λ(Ui) for countable unions ∪Ui of open subsets. Then use this to show that the second

definition in Example 9.3.3 gives an outer measure.
In general, suppose C is a collection of subsets in X and λ is a non-negative valued

function on C. What is the condition on λ so that µ∗(A) = inf{λ(C) : A ⊂ C, C ∈ C}
defines an outer measure?

Exercise 9.26. Prove that the two definitions in Example 9.3.3 give equal outer measures.

Measurability with Respect to Outer Measure

Theorem 9.3.1 suggests the concept of measurability in general setting.
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Definition 9.3.4. Given an outer measure µ∗ on a set X, a subset A is measurable
(with respect to µ∗) if

µ∗(Y ) = µ∗(Y ∩A) + µ∗(Y −A), for any Y ⊂ X. (9.3.1)

The measure of the measurable subset is µ(A) = µ∗(A).

By the subadditivity of outer measure, we always have

µ∗(Y ) ≤ µ∗(Y ∩A) + µ∗(Y −A).

Therefore the equality (9.3.1) always holds when µ∗(Y ) = +∞, and the equality
(9.3.1) is really equivalent to

µ∗(Y ) ≥ µ∗(Y ∩A) + µ∗(Y −A), for any Y ⊂ X, µ∗(Y ) < +∞. (9.3.2)

Denote B = X−A. Then X = AtB is a partition of X into disjoint subsets,
and the condition (9.3.1) becomes

µ∗(Y ) = µ∗(Y ∩A) + µ∗(Y ∩B), for any Y ⊂ X.

This shows that the condition is symmetric with respect to A and B. In particular,
this shows that A is measurable if and only if X −A is measurable. Moreover, it is
easy to show by induction that if X = A1 t · · · tAn for disjoint measurable subsets
A1, . . . , An, then for any subset Y , we have

µ∗(Y ) = µ∗(Y ∩A1) + · · ·+ µ∗(Y ∩An). (9.3.3)

Proposition 9.3.5. The countable unions and intersections of measurable subsets
are measurable. The subtraction of two measurable subsets is measurable. Moreover,
the measure has the following properties.

1. If µ∗(A) = 0, then any subset B ⊂ A is measurable and µ(B) = 0.

2. µ(A) ≥ 0.

3. If countably many Ai are measurable and disjoint, then µ(tAi) =
∑
µ(Ai).

The first property actually means two properties. First, µ∗(A) = 0 implies A
is measurable and µ(A) = 0. Second, µ(A) = 0 and B ⊂ A imply B is measurable
and µ(B) = 0.

Proof. Suppose µ∗(A) = 0 and B ⊂ A. Then for any Y , we have

0 ≤ µ∗(Y ∩B) ≤ µ∗(B) ≤ µ∗(A) = 0.

Therefore µ∗(Y ∩B) = 0 and

µ∗(Y ) ≤ µ∗(Y ∩B) + µ∗(Y −B) = µ∗(Y −B) ≤ µ∗(Y ).
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This verifies the condition (9.3.1) for B.
The positivity µ(A) ≥ 0 follows from µ∗(A) ≥ 0 for any A.
For measurable A, B and any Y , we have

µ∗(Y ) = µ∗(Y ∩A) + µ∗(Y −A)

= µ∗(Y ∩A) + µ∗((Y −A) ∩B) + µ∗(Y −A−B)

= µ∗(Y ∩ (A ∪B)) + µ∗(Y −A ∪B).

In the first equality, we use A to cut Y . In the second equality, we use B to cut
Y − A. In the third equality, we use A to cut Y ∩ (A ∪ B). This proves that
A ∪ B is measurable. Similar reason shows that A ∩ B is measurable. Moreover,
the measurability of B implies the measurability of X −B, so that the subtraction
A−B = A ∩ (X −B) is measurable.

When A and B are disjoint and measurable, we use A to cut A tB and get

µ(A tB) = µ∗((A tB) ∩A) + µ∗(A tB −A) = µ(A) + µ(B).

This finishes the proof for the finite case of the proposition.
The countable case will be proved as the limit of finite case. First consider

measurable and disjoint Ai, i ∈ N. The finite unions Bn = tni=1Ai are also measur-
able, and we have

µ∗(Y ) = µ∗(Y ∩Bn) + µ∗(Y −Bn)

for any subset Y . The union A = tAi = ∪Bn is the “limit” of “increasing sequence”
Bn. We wish to prove that A is measurable, which means the inequality (9.3.2).
We expect to prove the inequality as the limit of the equality for Bn.

By Bn ⊂ A, we have µ∗(Y − A) ≤ µ∗(Y − Bn). So it remains to show that
µ∗(Y ∩ A) is not much bigger than µ∗(Y ∩ Bn). The difference can be computed
by using the measurable Bn to cut Y ∩A

µ∗(Y ∩A) = µ∗(Y ∩A ∩Bn) + µ∗(Y ∩A−Bn)

= µ∗(Y ∩Bn) + µ∗(Y ∩ (A−Bn))

≤ µ∗(Y ∩Bn) +
∑
i>n

µ∗(Y ∩Ai),

where the inequality is due to A−Bn = ti>nAi and the countable subadditivity of
µ∗. Then we get

µ∗(Y ) = µ∗(Y ∩Bn) + µ∗(Y −Bn)

≥ µ∗(Y ∩A)−
∑
i>n

µ∗(Y ∩Ai) + µ∗(Y −A).

To get the inequality (9.3.2), it remains to prove limn→∞
∑
i>n µ

∗(Y ∩Ai) = 0.
In case µ∗(Y ) < +∞, we may use X = A1 t · · · tAn t (X −Bn) in (9.3.3) to

get

µ∗(Y ∩A1) + · · ·+ µ∗(Y ∩An) = µ∗(Y ∩Bn) ≤ µ∗(Y ) < +∞. (9.3.4)
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So for fixed Y , the partial sums
∑
i>n µ

∗(Y ∩ Ai) are bounded. This implies the
convergence of the series

∑
µ∗(Y ∩Ai), so that limn→∞

∑
i>n µ

∗(Y ∩Ai) = 0. This
proves that A is measurable.

Taking Y = A in (9.3.4), we get
∑
µ(Ai) ≤ µ(A). On the other hand, we also

have
∑
µ(Ai) ≥ µ(A) by the countable subadditivity. Therefore the equality in the

third property is proved for the case µ(A) is finite. The case of infinite µ(A) follows
directly from the countable subadditivity.

Finally, suppose Ai are measurable (but not necessarily disjoint). Then Ci =
Ai − A1 ∪ · · · ∪ Ai−1 are measurable and disjoint, so that the union ∪Ai = tCi is
measurable. The measurability of the intersection ∩Ai follows from ∩Ai = X −
∪(X −Ai).

Example 9.3.4. Consider the outer measure in Example 9.3.1. The only measurable sub-
sets are ∅ and X. In the more general case, a subset A is measurable if and only if A− Y
is either ∅ or X − Y . This means that either A ⊃ X − Y or A ⊂ Y .

Example 9.3.5. With respect to the outer measure in Example 9.3.2. Any subset is mea-
surable. The measure is again the number of elements.

Example 9.3.6. Consider the Lebesgue outer measure in Example 9.3.3. If a bounded
subset A is measurable according to Definition 9.3.4, then by restricting 9.3.1 to bounded
subsets and using Theorem 9.3.1, we see that A is measurable according to Definition
9.2.1.

Conversely, if A is measurable in the sense of Definition 9.2.1, then (9.3.1) is satisfied
for bounded Y . Therefore for any Y , (9.3.1) is satisfied for Y ∩ [−r, r]. Taking the limit
of (9.3.1) as r → +∞, we see that (9.3.1) is satisfied for Y .

We conclude that for a bounded subset of R, Definitions 9.2.1 and 9.3.4 are equiv-
alent. For an unbounded subset A, we may use A = ∪+∞

n=1(A ∩ [−n, n]) and Proposition
9.3.5 to conclude that A is Lebesgue measurable if and only if for any r > 0, A∩ [−r, r] is
measurable in the sense of Definition 9.2.1.

Exercise 9.27. For a disjoint union X = A1 t · · · tAn of measurable subsets, prove (9.3.3).

Exercise 9.28. Suppose µ∗1 and µ∗2 are outer measures.

1. Prove that µ∗1 + µ∗2 is an outer measure.

2. Prove that if a subset is µ∗1-measurable and µ∗2-measurable, then the subset is (µ∗1 +
µ∗2)-measurable.

3. Suppose µ∗1(X), µ∗2(X) < +∞. Prove that if a subset is (µ∗1 + µ∗2)-measurable, then
the subset is µ∗1-measurable and µ∗2-measurable.

4. Show that the finite assumption in the third part is necessary.

Exercise 9.29. Suppose µ∗ is an outer measure on X and Y ⊂ X. Exercise 9.22 says that
the restriction of µ∗ to subsets of Y is an outer measure on Y .

1. Prove that if Y is measurable with respect to µ∗, then a subset of Y is measurable
with respect to µ∗Y if and only if it is measurable with respect to µ∗.

2. What may happen in the second part if Y is not measurable with respect to µ∗?



368 Chapter 9. Measure

Exercise 9.30. Suppose µ∗1 and µ∗2 are outer measures on X1 and X2. Exercise 9.23 says
that µ∗(A) = µ∗1(A ∩X1) + µ∗2(A ∩X2) is an outer measure on X1 tX2. Prove that A is
measurable with respect to µ∗ if and only if A ∩X1 is measurable with respect to µ∗1 and
A ∩X2 is measurable with respect to µ∗2.

Exercise 9.31. Suppose µ∗ is an outer measure on X invariant under an invertible map
φ : X → X,

µ∗(φ(A)) = µ∗(A).

Prove that A is measurable with respect to µ∗ if and only if φ(A) is measurable, and
µ(φ(A)) = µ(A). Then prove that the Lebesgue measure satisfies

µ(aA+ b) = |a|µ(A), aA+ b = {ax+ b : x ∈ A}.

9.4 Measure Space
Proposition 9.3.5 summarizes the measure theory induced from an outer measure.
We may take the second and third properties in the proposition as the general
definition of measure theory. However, the properties only apply to measurable
subsets. Therefore before talking about the properties, we need to describe the
collection of all measurable subsets. This is the concept of σ-algebra.

σ-Algebra

Inspired by the set theoretical part of Proposition 9.3.5, we introduce the following
concept.

Definition 9.4.1. A σ-algebra on a set X is a collection Σ of subsets of X, such
that the following are satisfied.

1. X ∈ Σ.

2. A,B ∈ Σ =⇒ A−B ∈ Σ.

3. Countably many Ai ∈ Σ =⇒ ∪Ai ∈ Σ.

The subsets in Σ are called measurable.

The subtraction and countable union of measurable subsets are measurable.
By ∩Ai = A1−∪(A1−Ai), the countable intersection of measurable subsets is also
measurable.

The Lebesgue σ-algebra on R is the collection of all Lebesgue measurable
subsets, including the unbounded measurable subsets as extended in Examples 9.3.3
and 9.3.6.

Example 9.4.1. On any set X, the smallest σ-algebra is {∅, X}, and the biggest σ-algebra
is the collection P(X) of all subsets in X.
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Example 9.4.2. It is easy to see that the intersection of σ-algebras is still a σ-algebra.
Therefore we may start with any collection C of subsets of X and take the intersection
of all σ-algebras on X that contain C. The result is the smallest σ-algebra such that any
subset in C is measurable.

The smallest σ-algebra on X such that every single point is measurable consists of
those A ⊂ X such that either A or X −A is countable.

Example 9.4.3 (Borel Set). The Borel σ-algebra is the smallest σ-algebra on R such that
every open interval is measurable. The subsets in the Borel σ-algebra are Borel sets.

Let εn > 0 converge to 0. Then we have

[a, b] = ∪(a− εn, b+ εn), (a, b] = ∩(a, b+ εn), [a, b) = ∩(a− εn, b).

Therefore all intervals are Borel sets. By Theorem 6.4.6, all open subsets are Borel sets.
Taking the complement, all closed subsets are also Borel sets.

Since open intervals are Lebesgue measurable, the Lebesgue σ-algebra contains all
open intervals. Therefore the Lebesgue σ-algebra contains the Borel σ-algebra. In other
words, all Borel sets are Lebesgue measurable.

Exercise 9.32. Suppose there are countably many measurable subsets Xi ⊂ X, such that
X = ∪Xi. Prove that A ⊂ X is measurable if and only if each A ∩Xi is measurable.

Exercise 9.33. Prove that the third condition in the definition of σ-algebra can be replaced
by the following: If countably many Ai ∈ Σ are disjoint, then tAi ∈ Σ.

Exercise 9.34. Prove that a collection Σ of subsets of X is a σ-algebra if and only if the
following are satisfied.

1. X ∈ Σ.

2. A,B ∈ Σ =⇒ A ∪B, A−B ∈ Σ.

3. Ai ∈ Σ, Ai ⊂ Ai+1 =⇒ ∪Ai ∈ Σ.

Exercise 9.35. Prove that the smallest σ-algebra containing each of the following collections
is the Borel σ-algebra.

1. All closed intervals.

2. All left open and right closed intervals.

3. All intervals.

4. All intervals of the form (a,+∞).

5. All intervals of length < 1.

6. All open subsets.

7. All closed subsets.

8. All compact subsets.

Exercise 9.36. Suppose Σ is a σ-algebra on X and f : X → Y is a map. Prove that the
push forward

f∗(Σ) = {B ∈ Y : f−1(B) ∈ Σ}
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is a σ-algebra on Y . However, the image

f(Σ) = {f(A) : A ∈ Σ}

may not be a σ-algebra, even when f is onto.

Exercise 9.37. Suppose Σ is a σ-algebra on Y and f : X → Y is a map. Prove that the
preimage

f−1(Σ) = {f−1(B) : B ∈ Σ}

is a σ-algebra on X. However, the pull back

f∗(Σ) = {A ⊂ X : f(A) ∈ Σ}

may not be a σ-algebra.

Abstract Measure

The numerical aspect of Proposition 9.3.5 leads to the following concept.

Definition 9.4.2. A measure on a σ-algebra Σ assigns an extended number µ(A) to
each A ∈ Σ, such that the following are satisfied.

1. Empty: µ(∅) = 0.

2. Positivity: µ(A) ≥ 0.

3. Countable Additivity: If countably many Ai ∈ Σ are disjoint, then µ(tAi) =∑
µ(Ai).

A measure space (X,Σ, µ) consists of a set X, a σ-algebra Σ on X and a measure
µ on Σ.

The following is a useful condition because many results that hold under the
condition µ(X) < +∞ can be extended under the following condition.

Definition 9.4.3. A subset is σ-finite if it is contained in a union of countably many
subsets of finite measure. A measure is σ-finite if the whole space is σ-finite.

A measure space can be induced by an outer measure. Of course a measure
space can also be constructed by any other method, as long as the properties are
satisfied.

Example 9.4.4. For any set X, let Σ be the power set P(X) of all subsets in X. For
finite A ⊂ X, define µ(A) to be the number of elements in A. For infinite A ⊂ X, define
µ(A) = +∞. Then we get the counting measure. This is the measure in Example 9.3.5
and is induced by the outer measure in Example 9.3.2.

The counting measure is σ-finite if and only if X is countable.
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Example 9.4.5. For any set X, we still take Σ to be the power set P(X). We fix an element
a ∈ X and define µ(A) = 1 when a ∈ A and µ(A) = 0 when a /∈ A. Then we get the Dirac
measure concentrated at a.

Example 9.4.6. The Lebesgue measure space on R is the one in Example 9.3.6. Specifically,
a bounded subset A is measurable if and only if the inner and outer measures are equal
(Definition 9.2.1). An unbounded subset A is measurable if and only if the bounded subset
A∩[−r, r] is measurable for any r > 0. This is also the same as A∩[−n, n] being measurable
for any n ∈ N. The Lebesgue measure of any measurable subset may be computed from
the bounded ones by

µ(A) = lim
r→+∞

µ(A ∩ [−r, r]) = sup
r>0

µ(A ∩ [−r, r]).

The Lebesgue measure is σ-finite.

Exercise 9.38. Suppose X is any set, and a non-negative number µx is assigned to any
x ∈ X. For any A ⊂ X, define

µ(A) =

{∑
x∈A µx, if µx 6= 0 for only countably many x ∈ A,

+∞, if µx 6= 0 for uncountably many x ∈ A.

Verify that µ is a measure on the collection of all subsets in X. When is the measure
σ-finite?

Exercise 9.39. Prove that the sum of countably many measures on the same σ-algebra is a
measure. If each measure is σ-finite, is the sum σ-finite?

Exercise 9.40. Prove that a union of countably many σ-finite subsets is still σ-finite.

Exercise 9.41. Suppose (X,Σ, µ) is a measure space and Y ∈ Σ. Prove that ΣY = {A ⊂
Y : A ∈ Σ} is a σ-algebra on Y , and the restriction µY of µ to ΣY is a measure. What
may happen if Y 6∈ Σ?

Exercise 9.42. Suppose (X1,Σ1, µ1) and (X2,Σ2, µ2) are measure spaces.

1. Prove that Σ1 t Σ2 = {A1 tA2 : A1 ∈ Σ1, A2 ∈ Σ2} is a Σ-algebra on X1 tX2.

2. Prove that µ(A1 tA2) = µ1(A1) + µ2(A2) is a measure on X1 tX2.

3. Suppose (X,Σ, µ) is a measure space, and Y ∈ Σ. Prove that (X,Σ, µ) is the disjoint
union of the restricted measure spaces on Y and X−Y constructed in Exercise 9.41.

Extend the result to any disjoint union.

Proposition 9.4.4. A measure has the following properties.

1. Monotone: A ⊂ B implies µ(A) ≤ µ(B).

2. Countable Subadditivity: µ(∪Ai) ≤
∑
µ(Ai) for a countable union ∪Ai.

3. Monotone Limit: If Ai ⊂ Ai+1 for all i, then µ(∪Ai) = limµ(Ai). If Ai ⊃
Ai+1 for all i and µ(A1) is finite, then µ(∩Ai) = limµ(Ai).
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Proof. For measurable A ⊂ B, we have

µ(B) = µ(A) + µ(B −A) ≥ µ(A),

where the equality is by the additivity and the inequality is by the positivity.
For measurable Ai, the subsets Ci = Ai−A1 ∪ · · · ∪Ai−1 are measurable and

disjoint. Then ∪Ai = tCi and

µ(∪Ai) =
∑

µ(Ci) ≤
∑

µ(Ai),

where the equality is by the countable additivity and the inequality is by the mono-
tone property that was just proved.

If Ai ⊂ Ai+1, then denote A0 = ∅ and by the countable additivity,

µ(∪Ai) = µ(t∞i=1(Ai −Ai−1)) =

∞∑
i=1

µ(Ai −Ai−1)

= lim
n→∞

n∑
i=1

µ(Ai −Ai−1) = lim
n→∞

µ(tni=1(Ai −Ai−1)) = lim
n→∞

µ(An).

If Ai ⊃ Ai+1, then Bi = A1 − Ai ⊂ Bi+1 = A1 − Ai+1. Since µ(A1) is finite,
we have

µ(∪Bi) = µ(A1 − ∩Ai) = µ(A1)− µ(∩Ai), µ(Bi) = µ(A1)− µ(Ai).

By µ(∪Bi) = limn→∞ µ(Bi) for the increasing sequence Bi, we get µ(∩Ai) =
limn→∞ µ(Ai) for the decreasing sequence Ai.

Exercise 9.43. Show that the condition µ(A1) < +∞ cannot be removed from the third
property in Proposition 9.4.4.

Exercise 9.44. Prove that a measurable subset A is σ-finite if and only if it is the union of
countably many disjoint measurable subsets of finite measure.

Exercise 9.45. Prove that a measurable subset A is σ-finite if and only if it is the union of
an increasing sequence of measurable subsets of finite measure.

Subset of Measure Zero

Subsets of measure zero can be considered as negligible for many purposes. This
means that the difference within a subset of measure zero often do not affect the
outcome.

Definition 9.4.5. Let (X,Σ, µ) be a measure space. If there is a subset A ∈ Σ of
measure zero, such that a property related to points x ∈ X holds for any x 6∈ A,
then we say the property holds almost everywhere.
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For example, if f(x) = g(x) for all x out of a subset of measure zero, then
f(x) = g(x) almost everywhere. Specifically, the Dirichlet function is zero almost
everywhere. For another example, two subsets A and B are almost the same if the
difference

A∆B = (A−B) ∪ (B −A)

is contained in a subset in Σ of measure zero.

Proposition 9.4.6. The subsets of measure zero have the following properties.

1. If A,B ∈ Σ, B ⊂ A, and µ(A) = 0, then µ(B) = 0.

2. If A,B ∈ Σ and the difference (A − B) ∪ (B − A) has measure zero, then
µ(A) = µ(B).

3. A countable union of subsets of measure zero has measure zero.

4. If countably many Ai ∈ Σ satisfy µ(Ai∩Aj) = 0 for any i 6= j, then µ(∪Ai) =∑
µ(Ai).

Proof. For the first statement, we have

0 ≤ µ(A) ≤ µ(B) = 0,

where the first inequality is by the positivity and the second by the monotone
property.

For the second statement, by µ((A−B)∪(B−A)) = 0, A−B ⊂ (A−B)∪(B−
A), and the first statement, we have µ(A−B) = 0. Therefore by A ⊂ (A−B)∪B,
we have

µ(A) ≤ µ(A−B) + µ(B) = µ(B).

By the same reason, we get µ(B) ≤ µ(A).
In the third statement, for countably many subsets Ai of measure zero, by the

positivity and the countable subadditivity, we have

0 ≤ µ(∪Ai) ≤
∑

µ(Ai) =
∑

0 = 0.

In the fourth statement, let

Bi = Ai −A1 −A2 − · · · −Ai−1

= Ai − (A1 ∩Ai) ∪ (A2 ∩Ai) ∪ · · · ∪ (Ai−1 ∩Ai).

Then ∪Ai = tBi, and by the second part, µ(Ai) = µ(Bi). Therefore

µ(∪Ai) = µ(tBi) =
∑

µ(Bi) =
∑

µ(Ai).

Exercise 9.46. Suppose f = g almost everywhere. Prove that f−1(A) and g−1(A) are
almost the same for any A ⊂ R.
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Exercise 9.47. Prove properties of functions that are equal almost everywhere.

1. If f = g almost everywhere, and g = h almost everywhere, then f = h almost
everywhere.

2. If f = g almost everywhere, then h◦ f = h◦ g almost everywhere. What about f ◦h
and g ◦ h?

3. If f1 = g1 and f2 = g2 almost everywhere, then f1 + f2 = g1 + g2 and f1f2 = g1g2

almost everywhere.

4. If fi = gi almost everywhere for each i ∈ N, then sup fi = sup gi, inf fi = inf gi,
limi→∞ fi = limi→∞ gi, and limi→∞ fi = limi→∞ gi almost everywhere.

Exercise 9.48. Prove properties of almost the same subsets.

1. If A and B are almost the same, and B and C are almost the same, then A and C
are almost the same.

2. If A and B are almost the same, and C and D are almost the same, then A−C and
B −D are almost the same.

3. If countably many pairs of Ai and Bi are almost the same, then ∪iAi and ∪iBi are
almost the same, and ∩iAi and ∩iBi are almost the same.

Exercise 9.49. A sequence Ai is almost increasing if for each i, Ai −Ai+1 is contained in a
measurable subset of measure zero. Prove that if Ai are measurable and almost increasing,
then µ(∪Ai) = limµ(Ai). What about almost decreasing sequence of measurable subsets?

Exercise 9.50 (Borel-Cantelli Lemma). Suppose
∑
µ(An) < +∞. Prove that almost all

x ∈ X lie in finitely many An. Moreover, show that the conclusion fails if the condition is
relaxed to limµ(An) = 0.

Complete Measure

The definition of measure takes only the second and third properties from Proposi-
tion 9.3.5. If we also include the first property, then we get the following.

Definition 9.4.7. A measure space (X,Σ, µ) is complete if

µ(A) = 0, B ⊂ A =⇒ B ∈ Σ.

By Proposition 9.4.6, the subset B must also have measure 0. If a measure
space is complete, then we only need to talk about subset of measure zero, instead
of subset of a (measurable) subset of measure zero.

Example 9.4.7. The first property in Proposition 9.3.5 shows that any measure induced
by an outer measure is complete. In particular, the Lebesgue measure on R is complete,
because it is induced from the outer measure. Moreover, the counting measure in Example
9.4.4 and the Dirac measure in Example 9.4.5 are also complete.
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Example 9.4.8. A simple non-complete measure is given by

X = {1, 2, 3}, Σ =
{
∅, {1}, {2, 3}, {1, 2, 3}

}
, µ(A) =

{
1, if 1 ∈ A,
0, if 1 /∈ A.

We have µ{2, 3} = 0, but the subsets {2} and {3} are not in Σ.

Exercise 9.51. Suppose two subsets A and B in a complete measure space are almost the
same. Prove that A is measurable if and only if B is measurable. Another interpreta-
tion of the result is that, in a complete measure space, any almost measurable subset is
measurable.

Exercise 9.52. Prove that in a complete measure space, a subset A is measurable if and
only if for any ε > 0, there are measurable subsets B and C, such that B ⊂ A ⊂ C and
µ(C −B) < ε.

Exercise 9.53. Prove that in a complete measure space, a subset A is measurable if and
only if for any ε > 0, there is a measurable subset B, such that (A − B) ∪ (B − A) is
contained in a measurable subset of measure ε.

To make a measure space (X,Σ, µ) complete, we must enlarge the σ-algebra
to include any subset that is almost the same as a measurable subset. Therefore we
introduce

Σ̄ = {A : A∆B ⊂ C ∈ Σ for some B,C ∈ Σ satisfying µ(C) = 0},

and µ̄(A) = µ(B).

Proposition 9.4.8. Suppose (X,Σ, µ) is a measure space. Then Σ̄ is a σ-algebra, µ̄
is a well defined measure on Σ̄, and (X, Σ̄, µ̄) is a complete measure space.

The measure space (X, Σ̄, µ̄) is called the completion of (X,Σ, µ). It is the
smallest complete measure space containing (X,Σ, µ).

Proof. We could imagine the difference A∆B as the distance d(A,B) between sub-
sets A and B. We expect d(A1−A2, B1−B2) ≤ d(A1, B1) + d(A2, B2). Translated
into set theory, this is (A1 − A2)∆(B1 − B2) ⊂ (A1∆B1) ∪ (A2∆B2), which can
be verified directly. The set theoretical inclusion implies that if A1, A2 ∈ Σ̄, then
A1 −A2 ∈ Σ̄.

We also expect d(
∑
Ai,
∑
Bi) ≤

∑
d(Ai, Bi). The corresponding set theory

is (∪Ai)∆(∪Bi) ⊂ ∪(Ai∆Bi) and (∩Ai)∆(∩Bi) ⊂ ∪(Ai∆Bi). This implies that if
Ai ∈ Σ̄, then ∪Ai,∩Ai ∈ Σ̄.

Next we show that µ̄ is well defined. Suppose we have

A∆B1 ⊂ C1, A∆B2 ⊂ C2, B1, B2, C1, C2 ∈ Σ, µ(C1) = µ(C2) = 0.

By (analogue of triangle inequality d(B1, B2) ≤ d(A,B1) + d(A,B2))

B1∆B2 ⊂ (A∆B1) ∪ (A∆B2) ⊂ C1 ∪ C2,
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the assumptions imply µ(B1) = µ(B2).
Now we show that µ̄ is countably additive. Suppose Ai ∈ Σ̄ are disjoint, and

Ai is almost the same as Bi ∈ Σ. Then Bi ∩ Bj is almost the same as Ai ∩ Aj , so
that µ(Bi ∩Bj) = µ̄(Ai ∩Aj) = 0. The countable additivity of µ̄ then follows from
the fourth property in Proposition 9.4.6.

Finally, we show that (X, Σ̄, µ̄) is complete. Suppose A′ ⊂ A ∈ Σ̄ and µ̄(A) =
0. Then we have A∆B ⊂ C with B,C ∈ Σ satisfying µ(B) = µ̄(A) = 0 and
µ(C) = 0. This implies that B′∆∅ = B′ ⊂ B ⊂ A ∪ C. Since A ∪ C ∈ Σ has
measure zero, we conclude that B′ ∈ Σ̄.

Exercise 9.54. Prove that the completion σ-algebra Σ̄ consists of subsets of the form A∪B,
with A ∈ Σ and B contained in a measurable subset of measure zero.

Exercise 9.55. Suppose (X,Σ, µ) is a measure space. For any subset A ⊂ X, let

µ∗(A) = inf{µ(C) : A ⊂ C, C ∈ Σ}.

1. Prove that µ∗ is an outer measure, and µ∗(A) = µ(A) for A ∈ Σ.

2. Prove that for any subset A, there is B ∈ Σ containing A, such that µ(B) = µ∗(A).

3. Prove that any subset in Σ is µ∗-measurable.

4. Prove that if µ∗(A) <∞, then for the subset B in the second part, B−A is contained
in a subset in Σ of measure 0.

5. Prove that if (X,Σ, µ) is σ-finite, then µ∗ induces the completion of the measure
space (X,Σ, µ).

6. Show that σ-finiteness is necessary for the fourth part, by considering Σ = {∅, X}
and µ(X) =∞.

9.5 Additional Exercise
How Many Subsets are Contained in a σ-Algebra

Exercise 9.56. Suppose Σ is a σ-algebra on X that contains infinitely many subsets.

1. Suppose A ∈ Σ and A contains infinitely many subsets in Σ. Prove that there is a
subset B ⊂ A, such that B ∈ Σ, B 6= A and B contains infinitely many subsets in
Σ.

2. Prove that there is a strictly decreasing sequence of subsets in Σ. This implies that
X = t∞i=1Ai for some nonempty and disjoint Ai ∈ Σ.

3. Prove that there are uncountably infinitely many subsets in Σ.

Saturated Measure

A subset A is locally measurable if A ∩ B is measurable for any measurable B with finite
measure. A measure space is saturated if any locally measurable subset is measurable. Let
Σ′ be the collection of locally measurable subsets in a measure space (X,Σ, µ).

Exercise 9.57. Prove that σ-finite measure spaces are saturated.
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Exercise 9.58. Suppose an outer measure has the property that if µ∗(A) < +∞, then there
is a µ∗-measurable B containing A, such that µ∗(B) < +∞. Prove that µ∗ induces a
saturated measure.

Exercise 9.59. Prove that Σ′ is a σ-algebra.

Exercise 9.60. Let µ′ be the extension of µ to Σ′ by taking µ′ = +∞ on Σ′ − Σ. Prove
that µ′ is a saturated measure.

Exercise 9.61. Prove that µ′′(A) = sup{µ(B) : A ⊃ B ∈ Σ, µ(B) < +∞} is the smallest
extension of µ to a saturated measure on Σ′. Moreover, construct an example for which
µ′′ is different from µ′ in Exercise 9.60.
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10.1 Integration in Bounded Case

Riemann Sum for Lebesgue Integration

Let f be a bounded function on X. A measurable partition of X is a finite disjoint
union X = tXi of measurable subsets Xi. For a choice of sample points x∗i ∈ Xi,
we may define the “Riemann sum”

S(tXi, f) =
∑

f(x∗i )µ(Xi).

Like the Riemann integral, the Lebesgue integrability of f should be the convergence
of the sum as the partition gets finer, and the Lebesgue integral should be the limit
value.

What do we mean by the partitions becoming finer? Recall that the size of
partitions in the definition of Riemann integral is measured by the “diameter” of
the pieces. In a general measure space, however, there is no diameter.

How about using maxµ(Xi) as the size of a measurable partition tXi? The
first problem is that some measure spaces may not have subsets of small measure
(the counting measure in Example 9.4.4, for example). A more serious problem is
that the pieces Xi are allowed to “scatter” all over X while their measures can still
be kept small. For example, consider the presumably integrable function

f(x) =

{
0, if x ∈ (−1, 0],

1, if x ∈ (0, 1].

The partition

(−1, 1] = ∪−n≤i≤n−1Xi, Xi =

(
i

n
,
i+ 1

n

)
∪
{
− i
n

}
has the property that any Xi contains points in (−1, 0] as well as points in (0, 1].
Therefore we may choose all x∗i ∈ (−1, 0] to get S(tXi, f) = 0, or all x∗i ∈ (0, 1]
to get S(tXi, f) = 1. So the Riemann sum diverges, while the proposed size

maxµ(Xi) =
1

n
converges to 0.

So we must take the broader view that a limit does not always have to be taken
when n→∞ or δ → 0. Define a partition tYj to be a refinement of tXi if any Yj
is contained in some Xi, and denote the refinement by tYj ≥ tXi. The refinement
is a partial order among all partitions of X because of the following properties.

• tYj ≥ tXi and tXi ≥ tYj =⇒ tYj = tXi.

• tZk ≥ tYj and tYj ≥ tXi =⇒ tZk ≥ tXi.

Therefore the collection of all partitions tXi form a directed set (see Exercise 2.82
through 2.88). For a fixed f , we may regard S as a function on this directed set,
and the limist of such S can be defined (see Exercises 2.89 through 2.100).
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Definition 10.1.1. A bounded function f on a measure space (X,Σ, µ) with µ(X) <

+∞ is Lebesgue integrable, with I =

∫
X

fdµ as the Lebesgue integral, if for any ε > 0,

there is a measurable partition tXi, such that

tYj is a refinement of tXi =⇒ |S(tYj , f)− I| < ε.

The integral of a function f(x) on an interval 〈a, b〉 with respect to the usual

Lebesgue measure on R is also denoted by

∫ b

a

f(x)dx. The notation is the same

as the Riemann integral because the values of the Lebesgue and Riemann integrals
are expected to be the same.

Example 10.1.1. Back to the example above, we take tXi = (−1, 0] ∪ (0, 1]. If tYj is a
refinement of tXi, then each Yi is contained completely in either (−1, 0] or (0, 1]. Therefore

S(tYj , f) =
∑

Yj⊂(−1,0]

f(y∗j )µ(Yj) +
∑

Yj⊂(0,1]

f(y∗j )µ(Yj)

=
∑

Yj⊂(−1,0]

0 · µ(Yj) +
∑

Yj⊂(0,1]

1 · µ(Yj)

=
∑

Yj⊂(0,1]

µ(Yj) = µ(tYj⊂(0,1]Yj) = µ(0, 1] = 1.

We conclude that the Lebesgue integral

∫ 1

−1

f(x)dx = 1.

The example can be extended to the characteristic function

χA(x) =

{
1, if x ∈ A,
0, if x 6∈ A,

of a measurable subset A. If tYj is a refinement of At (X −A), then S(tYj , χA) = µ(A),

and we conclude that

∫
X

χAdµ = µ(A). A special case is that the Dirichlet function,

as the characteristic function of the set of rational numbers, is Lebesgue integrable with∫
R
D(x)dx = 0. In contrast, we have shown in Example 4.1.4 that the Dirichlet function

is not Riemann integrable.

Exercise 10.1. Consider the measure µ in Exercise 9.38. Prove that if X is countable and∑
µx converges, then any bounded function f is Lebesgue integrable with respect to µ,

and

∫
X

fdµ =
∑

µxf(x).

Criterion for Lebesgue Integrability

The Cauchy criterion for the Lebesgue integrability should be the following (see
Exercises 2.101 and 2.102): For any ε > 0, there is a partition tXi, such that

tYj ,tZk refine tXi =⇒ |S(tYj , f)− S(tZk, f)| < ε.
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Take both tYj and tZk to be tXi, with perhaps different choices of x∗i ∈ Xi for
tYj and x∗∗i ∈ Xi for tZk, we get

S(tYj , f)− S(tZk, f) =
∑

(f(x∗i )− f(x∗∗i ))µ(Xi).

By choosing x∗i and x∗∗i so that f(x∗i ) is as close to supXi f as possible and f(x∗∗i ) is
as close to infXi f as possible, the Cauchy criterion implies that the Riemann sum
of the oscillations

∑
ωXi(f)µ(Xi) ≤ ε. Like the Riemann integral, this property is

also sufficient for the Lebesgue integrability.

Proposition 10.1.2. Suppose f is a bounded function on a measure space (X,Σ, µ)
with µ(X) < +∞. Then f is Lebesgue integrable if and only if for any ε > 0, there
is a measurable partition tXi, such that

∑
ωXi(f)µ(Xi) < ε.

Since the integrability criterion in Propositions 4.1.3 is stronger than the one
above, we have the following consequence.

Corollary 10.1.3. Riemann integrable functions on an interval are Lebesgue inte-
grable, and the two integrals have the same value.

On the other hand, Example 10.1.1 shows that the converse is not true. The-
orem 10.4.5 gives a necessary and sufficient condition for the Riemann integrability
in terms of the Lesbegue measure.

Proof. Note that it is easy to show that the integrability implies the Cauchy cri-
terion. The discussion before the proposition then shows that the necessity is a
special case of the Cauchy criterion.

Conversely, suppose
∑
i ωXi(f)µ(Xi) < ε for some measurable partition tXi.

If tYj refines tXi, then µ(Xi) =
∑
Yj⊂Xi µ(Yj), and

|S(tYj , f)− S(tXi, f)| =

∣∣∣∣∣∣
∑
j

f(y∗j )µ(Yj)−
∑
i

f(x∗i )µ(Xi)

∣∣∣∣∣∣
=

∣∣∣∣∣∣
∑
i

 ∑
Yj⊂Xi

f(y∗j )µ(Yj)− f(x∗i )
∑
Yj⊂Xi

µ(Yj)

∣∣∣∣∣∣
≤
∑
i

∑
Yj⊂Xi

|f(y∗j )− f(x∗i )|µ(Yj)

≤
∑
i

∑
Yj⊂Xi

ωXi(f)µ(Yj) =
∑
i

ωXi(f)µ(Xi) < ε.

Now let εn > 0 converge to 0 and let Pn = tX(n)
i be a sequence of partitions,

such that the corresponding
∑
ω
X

(n)
i

(f)µ(Xi) < εn. By what we just proved, if P

refines Pn, then |S(P, f) − S(Pn, f)| < εn. For any m,n, by taking intersections,
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we can find a partition P that refine both Pm and Pn. Then

|S(Pm, f)− S(Pn, f)| ≤ |S(P, f)− S(Pm, f)|+ |S(P, f)− S(Pn, f)| < εm + εn.

This implies that S(Pn, f) is a Cauchy sequence of numbers and must converge to
a limit I. Then for any partition P refining Pn, we have

|S(P, f)− I| ≤ |S(P, f)− S(Pn, f)|+ |S(Pn, f)− I| < εn + |S(Pn, f)− I|.

This implies that f is integrable, with I as the Lebesgue integral.

Exercise 10.2. Prove that if tYj refines tXi, then
∑
ωYj (f)µ(Yj) ≤

∑
ωXi(f)µ(Xi).

Exercise 10.3. Let (X,Σ, µ) be a measure space. By Exercise 9.41, for a measurable subset
A ∈ Σ, we have the restriction measure space (A,ΣA, µA). For any function f on X,
prove that the restriction f |A is Lebesgue integrable on (A,ΣA, µA) if and only if fχA is

Lebesgue integrable on (X,Σ, µ). Moreover, we have

∫
A

f |AdµA =

∫
X

fχAdµ.

Property of Lebesgue Integral

Proposition 10.1.4. The bounded Lebesgue integrable functions on a measure space
(X,Σ, µ) with µ(X) < +∞ have the following properties.

1. If f = g almost everywhere, then f is Lebesgue integrable if and only if g is

Lebesgue integrable, and

∫
X

fdµ =

∫
X

gdµ.

2. If f and g are Lebesgue integrable, then f + g and cf are Lebesgue integrable,

and

∫
X

(f + g)dµ =

∫
X

fdµ+

∫
X

gdµ,

∫
X

cfdµ = c

∫
X

fdµ.

3. If f and g are Lebesgue integrable and f ≥ g almost everywhere, then

∫
X

fdµ ≥∫
X

gdµ. Moreover, if

∫
X

fdµ =

∫
X

gdµ, then f = g almost everywhere.

4. If A and B are measurable subsets, then f is Lebesgue integrable on A ∪ B
if and only if it is Lebesgue integrable on A and on B. Moreover, we have∫
A∪B

fdµ =

∫
A

fdµ+

∫
B

fdµ−
∫
A∩B

fdµ.

The fourth property uses the Lebesgue integral on Lebesgue integral on mea-
surable subsets. The concept is given by Exercise 10.3.

Proof. Suppose f = g away from a subset A of measure 0. If tXi refines At(X−A),
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then µ(Xi) = 0 for thoseXi ⊂ A and f(x∗i ) = g(x∗i ) for thoseXi ⊂ X−A. Therefore

S(tXi, f) =
∑
Xi⊂A

f(x∗i )µ(Xi) +
∑

Xi⊂X−A
f(x∗i )µ(Xi)

=
∑
Xi⊂A

f(x∗i ) · 0 +
∑

Xi⊂X−A
f(x∗i ) · µ(Xi)

=
∑
Xi⊂A

g(x∗i ) · 0 +
∑

Xi⊂X−A
g(x∗i ) · µ(Xi) = S(tXi, g).

This implies that f is Lebesgue integrable if and only if g is Lebesgue integrable,
and the two integrals are the same. This proves the first property.

Suppose f and g are Lebesgue integrable. Then for any ε > 0, there are
partitions tXi and tX ′j , such that

tYk is a refinement of tXi =⇒ |S(tYk, f)− I| < ε,

tYk is a refinement of tX ′j =⇒ |S(tYk, g)− J | < ε.

Since any refinement tYk of the partition tij(Xi ∩X ′j) is a refinement of tXi and
of tX ′j , we get

|S(tYk, f + g)− I − J | = |S(tYk, f) + S(tYk, g)− I − J |
≤ |S(tYk, f)− I|+ |S(tYk, g)− J | < 2ε.

Here for the equality, the sample points x∗i have been chosen for f + g, and then
the same sample points are used for f and g. This proves the addition part of the
second property. The proof of the scalar multiplication part is similar.

For the third property, we assume f ≥ g almost everywhere. By the first
property, we may modify some values of f and g, such that f ≥ g everywhere,
without affecting the discussion about the property. Then for the same choice of

sample points, we have S(tXi, f) ≥ S(tXi, g). This further implies

∫
X

fdµ ≥∫
X

gdµ.

Next we further assume

∫
X

fdµ =

∫
X

gdµ. By the second property, the

function h = f − g ≥ 0 satisfies

∫
X

hdµ = 0. By the definition of

∫
X

hdµ = 0, for

any ε > 0, there is a partition tXi, such that

S(tXi, h) =
∑

h(x∗i )µ(Xi) < ε2.

By choosing x∗i ∈ Xi so that h(x∗i ) is as large as possible, we get∑(
sup
Xi

h

)
µ(Xi) ≤ ε2.

Let
Yε = t{Xi : h(x) ≥ ε for some x ∈ Xi} = t{Xi : sup

Xi

h ≥ ε}.
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Then h < ε on X − Yε, and by h ≥ 0, we have

ε2 ≥
∑(

sup
Xi

h

)
µ(Xi) ≥

∑
supXi h>ε

εµ(Xi) = εµ(Yε).

This implies µ(Yε) ≤ ε.
We apply the estimation to a decreasing sequence εn → 0 and get a corre-

sponding sequence Yεn . Since εn is decreasing, we actually have

0 ≤ h ≤ εn on ∪k≥n (X − Yεk) = X − Zn, Zn = ∩k≥nYεk .

For any k ≥ n, we have Zn ⊂ Yεk , so that µ(Zn) ≤ µ(Yεk) ≤ εk. Taking k →∞, we
get µ(Zn) = 0. Then we get

h = 0 on ∩n (X − Zn) = X − ∪nZn, µ(∪nZn) = 0.

This completes the proof of the third property.
For the fourth property, we consider any partition tXi of A ∪ B that refines

(A − B) t (B − A) t (A ∩ B). The integrability can make use of the criterion in
Proposition 10.1.2 and∑

Xi⊂A
ωXi(f)µ(Xi) ≤

∑
Xi⊂A∪B

ωXi(f)µ(Xi)

in one direction, and∑
Xi⊂A∪B

ωXi(f)µ(Xi) ≤
∑
Xi⊂A

ωXi(f)µ(Xi) +
∑
Xi⊂B

ωXi(f)µ(Xi)

in the other direction. Moreover, by taking x∗i to be the same, we have

S(tXi, f) = S(tXi⊂A−BXi, f) + S(tXi⊂B−AXi, f)− S(tXi⊂A∩BXi, f).

This leads to the equality.

10.2 Measurable Function
The integrability criterion in Proposition 10.1.2 says that for a function to be
Lebesgue integrable, we need to find partitions so that the oscillations of the func-
tion on the pieces in the partitions are mostly small. In fact, it is always possible
to construct partitions such that the the oscillations are uniformly small.

For any subset A ⊂ X, we have

ωA(f) ≤ ε ⇐⇒ f(A) ⊂ [c, c+ ε] for some c

⇐⇒ A ⊂ f−1[c, d] for some c < d satisfying d− c ≤ ε.

The observation motivates the following construction. For the bounded function f ,
we have a < f(x) < b for some constants a and b. Take a partition

Π: a = c0 < c1 < · · · < ck = b
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of [a, b] satisfying
‖Π‖ = max

1≤i≤k
(ci − ci−1) < ε.

Then the subsets

Xi = f−1(ci−1, ci] = {x : ci−1 < f(x) ≤ ci}

satisfy
X = tXi, ωXi(f) ≤ ci − ci−1 < ε.

Note that all the oscillations are uniformly less than ε.

Xi Xi

a

ci−1

ci

b

Figure 10.2.1. The partition satisfies ωXi(f) ≤ ci − ci−1.

Measurability of Function

For the construction that produces uniformly small oscillations to work, we need
to assume that the pieces Xi are measurable. In other words, f should satisfy the
following condition.

Definition 10.2.1. Let Σ be a σ-algebra on a set X. A function f on X is measurable
with respect to Σ if for any a < b, the subset

f−1(a, b] = {x ∈ X : a < f(x) ≤ b} ∈ Σ

is measurable.

Example 10.2.1. The characteristic function χA of a subset A has the preimages

χ−1
A (a, b] =


X, if a < 0 < 1 ≤ b,
A, if 0 ≤ a < 1 ≤ b,
X −A, if a < 0 ≤ b < 1,

∅, other.

Therefore the function is measurable if and only if A ∈ Σ.
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Example 10.2.2. If f(x) is a monotone function on R, then f−1(a, b] is always an interval.
Therefore monotone functions are Borel measurable as well as Lebesgue measurable.

Exercise 10.4. Suppose g : X → Y is a map and Σ is a σ-algebra on Y . Prove that if f
is a measurable function on (Y,Σ), then f ◦ g is a measurable function on the preimage
σ-algebra (X, g−1(Σ)) (see Exercise 9.37).

Exercise 10.5. Suppose g : X → Y is a map and Σ is a σ-algebra on X. Prove that if f ◦ g
is a measurable function on (X,Σ), then f is a measurable function on the push forward
σ-algebra (Y, g∗(Σ)) (see Exercise 9.36).

The definition of measurability makes use of the concept of preimage. As
shown by the discussion before Proposition 6.4.8, preimage has very nice properties.
This leads to many equivalent formulations of the measurability.

Let εn > 0 converge to 0. Then we have

(a, b) = ∪(a, b− εn], (a, b] = ∩(a, b+ εn).

This implies

f−1(a, b) = ∪f−1(a, b− εn], f−1(a, b] = ∩f−1(a, b+ εn).

Therefore f is measurable if and only if

f−1(a, b) = {x : a < f(x) < b} ∈ Σ

for any open interval (a, b). For example, if f is a continuous function on R, then
f−1(a, b) is an open subset. Therefore continuous functions on R are Borel measur-
able as well as Lebesgue measurable.

By

f−1(a, b] = {x : a < f(x) ≤ b}
= {x : f(x) > a} − {x : f(x) > b}
= f−1(a,+∞)− f−1(b,+∞),

we also see that f is measurable if and only if

f−1(a,+∞) = {x : f(x) > a}

is measurable for any a. Exercise 10.8 contains more equivalent conditions for a
function to be measurable.

Proposition 10.2.2. The measurable functions have the following properties.

1. If f is measurable and g is continuous, then g ◦ f is measurable.

2. The arithmetic combinations of measurable functions are measurable.

3. If fn is a sequence of measurable functions, then sup fn, inf fn, lim fn, lim fn
are measurable.
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4. If X = ∪Xi is a countable union and Xi ∈ Σ, then f is measurable if and
only if the restrictions f |Xi are measurable.

Proof. We have (g◦f)−1(a, b) = f−1(g−1(a, b)). By Proposition 6.4.8, the continuity
of g implies that g−1(a, b) is open. By Theorem 6.4.6, we have g−1(a, b) = t(ci, di)
and then

(g ◦ f)−1(a, b) = f−1(t(ci, di)) = tf−1(ci, di).

Since f is measurable, we have f−1(ci, di) ∈ Σ, and the countable union is also in
Σ.

The measurability of the addition follows from

(f + g)−1(a,+∞) = {x : f(x) + g(x) > a}
= {x : f(x) > r, g(x) > a− r for some r ∈ Q}
= ∪r∈Q(f−1(r,+∞) ∩ g−1(a− r,+∞)).

Similar argument can be applied to other arithmetic combinations.
The measurability of the supremum follows from

(sup fn(x))−1(a,+∞) = {x : sup fn(x) > a}
= {x : fn(x) > a for some n}
= ∪{x : fn(x) > a}
= ∪f−1

n (a,+∞).

The measurability of the infimum follows from the arithmetic property, the mea-
surability of the supremum, and

inf fn = − sup(−fn).

The measurability of the upper limit then follows from

lim fn = inf
n

(sup{fn, fn+1, fn+2, . . . }).

The last property follows from

f−1(U) = ∪(f |Xi)−1(U), (f |Xi)−1(U) = Xi ∩ f−1(U).

Example 10.2.3 (Semicontinuous Function). We know continuous functions are Borel mea-
surable. More generally, a real function f(x) is lower (upper) semicontinuous if for any x0

and ε > 0, there is δ > 0, such that |x−x0| < δ implies f(x) > f(x0)−ε (f(x) < f(x0)+ε).
Clearly, a function is continuous if and only if it is upper and lower semicontinuous.

The lower semicontinuity at x0 can be rephrased as that, if f(x0) > a, then f(x) > a
for x sufficiently near a. This means exactly that f−1(a,+∞) is open for any a. In
particular, lower (and upper) semicontinuous functions are Borel measurable.

If fi are lower semicontinuous, then (sup fi(x))−1(a,+∞) = ∪f−1
i (a,+∞) is still

open, so that sup fi(x) is still lower semicontinuous. Note that the number of functions
fi here does not have to be countable. In particular, the supremum of a (not necessarily
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countable) family of continuous functions is lower semicontinuous and Borel measurable.
In contrast, we only know that, in general, the supremum of countably many measurable
functions is measurable.

Now consider a family ft(x) of lower semicontinuous functions, with t ∈ (0, ε). We
have

lim
t→0+

ft = inf
δ∈(0,ε)

(
sup
t∈(0,δ)

ft

)
.

Since supt∈(0,δ) ft is increasing in δ, for a sequence δn > 0 converging to 0, we have

lim
t→0+

ft = inf
n

(
sup

t∈(0,δn)

ft

)
.

Now supt∈(0,δn) ft is lower semicontinuous and Borel measurable. Then the infimum

limt→0+ ft of countably many Borel measurable functions is still Borel measurable. In
particular, if ft(x) is continuous for each t ∈ (0, ε), then limt→0+ ft is Borel measurable.

Exercise 10.6. Let Σ be a σ-algebra on X. Let f be a function on X. Prove that the
following are equivalent.

1. f−1(a, b) = {x : a < f(x) < b} ∈ Σ for any a < b.

2. f−1[a, b] = {x : a ≤ f(x) ≤ b} ∈ Σ for any a < b.

3. f−1(a, b] = {x : a < f(x) ≤ b} ∈ Σ for any a < b.

4. f−1(a, b) = {x : a < f(x) < b} ∈ Σ for any a < b, a, b ∈ Q.

5. f−1(a, b) = {x : a < f(x) < b} ∈ Σ for any a, b satisfying 0 < b− a < 1.

6. f−1(a, a+ 1) = {x : a < f(x) < a+ 1} ∈ Σ for any a.

7. f−1[a,+∞) = {x : f(x) ≥ a} ∈ Σ for any a.

8. f−1(−∞, a) = {x : f(x) < a} ∈ Σ for any a.

9. f−1(−∞, a] = {x : f(x) ≤ a} ∈ Σ for any a.

10. f−1(U) ∈ Σ for any open U .

11. f−1(C) ∈ Σ for any closed C.

12. f−1(K) ∈ Σ for any compact K.

Exercise 10.7. By taking Y = R in Exercise 9.36, prove that a function f is measurable if
and only if f−1(B) is measurable for any Borel set B.

Exercise 10.8. Prove that if f is measurable and µ(X) < +∞, then limn→∞ µ(f−1[n,+∞)) =
limn→∞ µ(f−1(−∞,−n]) = 0. This means that for any ε > 0, there is a measurable subset
A, such that f is bounded on A, and µ(X −A) < ε.

Exercise 10.9. Suppose f and g are functions on a complete measure space, such that f = g
almost everywhere. Prove that f is measurable if and only if g is.

Exercise 10.10. Theorem 11.4.6 will give us subsets that are not Lebesgue measurable. Use
this to construct a family of lower semicontinuous functions, such that the supremum and
infimum are not Lebesgue measurable.
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Exercise 10.11. Prove properties of semicontinuous functions.

1. If f and g are lower semicontinuous and c > 0, then f + g and cf are lower semi-
continuous.

2. f is upper semicontinuous if and only if −f is lower semicontinuous.

3. If f is lower semicontinuous and g is continuous, then the composition f ◦ g is lower
semicontinuous.

4. If f is lower semicontinuous and g is increasing and left continuous, then the com-
position g ◦ f is lower semicontinuous.

Exercise 10.12. Prove that the lower envelope

f∗(x) = lim
δ→0+

inf
(x−δ,x+δ)

f

is the biggest lower semicontinuous function no bigger than f . Similarly, the upper envelope

f∗(x) = lim
δ→0+

sup
(x−δ,x+δ)

f

is the smallest upper semicontinuous function no smaller than f .

Integrability v.s. Measurability

Now we come back to the Lebesgue integrability in terms of the measurability.

Theorem 10.2.3. Suppose f is a bounded function on a measure space (X,Σ, µ)
with µ(X) < +∞. Then f is Lebesgue integrable if and only if it is equal to a
measurable function almost everywhere.

Proof. For the sufficiency, by the first property of Proposition 10.1.4, we only need
to show that the measurability implies the integrability. Suppose a < f < b. We
take a partition Π of [a, b] and construct

Xi = f−1(ci−1, ci] = {x : ci−1 < f(x) ≤ ci},

Then X = tXi is a measurable partition, ωXi(f) ≤ ci − ci−1 ≤ ‖Π‖, and we have∑
ωXi(f)µ(Xi) ≤ ‖Π‖

∑
µ(Xi) ≤ ‖Π‖µ(X).

Since µ(X) is finite, by taking ‖Π‖ to be as small as we want, the integrability
criterion in Proposition 10.1.2 is satisfied, and f is integrable.

For the necessity, we use the integrability criterion in Proposition 10.1.2. If
f is integrable, then for any ε > 0, there is a measurable partition tXi, such that∑
ωXi(f)µ(Xi) < ε. Then the functions (upper and lower approximations of f with

respect to the partition tXi)

φε =
∑(

inf
Xi
f

)
χXi , ψε =

∑(
sup
Xi

f

)
χXi ,
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are measurable. We also have φε ≤ f ≤ ψε, and∫
X

(ψε − φε)dµ =
∑(

sup
Xi

f − inf
Xi
f

)
µ(Xi) =

∑
ωXi(f)µ(Xi) < ε.

Let εn > 0 converge to 0. For each εn, we find the measurable partition and
the corresponding upper and lower approximations φεn and ψεn . By Proposition
10.2.2, the functions

g = supφεn , h = inf ψεn ,

are measurable. By φεn ≤ f ≤ ψεn , we also have φεn ≤ g ≤ f ≤ h ≤ ψεn , so that

0 ≤
∫
X

(h− g)dµ ≤
∫
X

(ψεn − φεn) dµ ≤ εn.

Since this holds for any n, we have

∫
X

(h − g)dµ = 0. By the fourth property in

Proposition 10.1.4, we have g = h almost everywhere. This implies that f = g
almost everywhere.

Example 10.2.4. In Example 10.1.1, we see that the characteristic function χA of a mea-
surable subset A is integrable. In general, Theorem 10.2.3 says that the integrability of χA
implies χA = g almost everywhere, for a measurable g. Then B = g−1(1) is measurable.
Since both A − B = {x : χA(x) = 1 6= g(x)} and B − A = {x : χA(x) 6= 1 = g(x)} are
contained in the subset where χA and g are not equal, (A−B) ∪ (B −A) is contained in
a subset of measure 0. This shows that A is almost the same as the measurable subset B.

This further implies χA = χB almost everywhere and

∫
X

χAdµ =

∫
X

χBdµ = µ(B) (the

second equality is due to Example 10.1.1).
We conclude that χA is integrable if and only if A is almost the same as a measurable

subset.

Exercise 10.13. Suppose f is Lebesgue integrable. Prove that f−1(a, b] is almost the same
as a measurable subset for any interval (a, b].

Exercise 10.14. Suppose f is a bounded and Lebeague integrable function on a measure
space (X,Σ, µ) with µ(X) < +∞.

1. If

∫
A

fdµ = 0 for all A ⊂ Σ, prove that f = 0 almost everywhere.

2. If f ≥ 0 and

∫
X

fdµ = 0, prove that f = 0 almost everywhere.

The second part gives an alternative proof for the third property in Proposition 10.1.4.

Exercise 10.15. Suppose f is bounded on R and equal to a measurable function almost

everywhere. Prove that if

∫ b

a

fdx = 0 on any bounded interval (a, b), then f = 0 almost

everywhere.



392 Chapter 10. Lebesgue Integration

Exercise 10.16. A random variable on a measure space (actually on a probability space,
meaning that the measure of the whole space is 1) is simply a measurable function f . The
distribution function of the random variable is

α(x) = µ(f−1(−∞, x]).

Assume a < f < b and α does not take +∞ value.

1. For any partition a = c0 < c1 < · · · < cn = b, prove that
∑
ci−1∆αi ≤

∫
X

fdµ ≤∑
ci∆αi.

2. Prove that

∫
X

fdµ =

∫ b

a

xdα, where the right side is the Riemann-Stieltjes integral.

10.3 Integration in Unbounded Case
Let (X,Σ, µ) be a measure space, possibly with µ(X) = +∞. Let f be an extended
valued function on X. We define the integration of f by reducing to the bounded
case, by considering the integration of the truncated function

f[a,b] =


f(x), if a ≤ f(x) ≤ b,
b, if f(x) > b,

a, if f(x) < a,

on measurable subsets A with µ(A) < +∞. Then we expect to have the limit∫
X

fdµ = lim
µ(A)<+∞, A→X
a→−∞, b→+∞

∫
A

f[a,b]dµ.

Definition 10.3.1. Suppose a (possibly extended valued) function f is equal to a
measurable function almost everywhere. If there is I, such that for any ε > 0, there
is N > 0 and Y ∈ Σ with µ(Y ) < +∞, such that

Y ⊂ A ∈ Σ, µ(A) < +∞, a < −N, b > N =⇒
∣∣∣∣∫
A

f[a,b]dµ− I
∣∣∣∣ < ε,

then f is Lebesgue integrable with

∫
X

fdµ = I.

The assumption about equal to a measurable function almost everywhere is

to make sure that the integral

∫
A

f[a,b]dµ makes sense. Therefore the integrability

here only means the convergence of the limit of “partial integrals”, similar to the
convergence of improper Riemann integral.

For f ≥ 0, we are concerned with the convergence of∫
X

fdµ = lim
µ(A)<∞, A→X

b→+∞

∫
A

f[0,b]dµ.
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Since the integral

∫
A

f[0,b]dµ becomes bigger as A or b becomes bigger, the definition

becomes ∫
X

fdµ = sup
µ(A)<+∞, b>0

∫
A

f[0,b]dµ. (10.3.1)

In particular, the convergence is equivalent to the boundedness of the partial inte-
grals.

Example 10.3.1. By the argument in Example 10.2.4, a characteristic function χA is equal
to a measurable function almost everywhere if and only if A is almost equal to a measurable
subset B. We ask whether the equality in Example 10.1.1∫

X

χAdµ = µ(B)

still holds.
By (10.3.1), we have ∫

X

χAdµ = sup
C∈Σ, µ(C)<+∞

∫
C

χAdµ

= sup
C∈Σ, µ(C)<+∞

µ(C ∩B)

= sup
B⊃C∈Σ, µ(C)<+∞

µ(C).

If µ(B) < +∞, then we may take C = B, and the right side is indeed µ(B). If µ(B) = +∞,
however, the right side is not necessarily +∞. For example, let Σ be all subsets of X, and
let µ(A) = +∞ for all nonempty A ⊂ X, and µ(∅) = 0. Then we can only choose C = ∅
in the formula above, and we find that the integration is always 0. The counterexample
also shows that Exercise 10.14 is no longer valid for the unbounded case in general.

Definition 10.3.2. A measure µ is semifinite if for any measurable A with µ(A) = +∞,
there is measurable B ⊂ A, such that 0 < µ(B) < +∞.

Proposition 10.3.3. The formula

∫
X

χAdµ = µ(A) holds for all measurable subsets A if

and only if the measure is semifinite.

Proof. As explained in Example 10.3.1, all we need to show is that, if µ(A) = +∞, then
α = sup{µ(B) : A ⊃ B ∈ Σ, µ(B) < +∞} is +∞.

If α < +∞, then α is finite and α = limµ(Bn) for a sequence Bn ⊂ A satisfying
µ(Bn) < +∞. By B1 ∪ · · · ∪Bn ⊂ A, µ(B1 ∪ · · · ∪Bn) < +∞ and the definition of α, we
have µ(Bn) ≤ µ(B1 ∪ · · · ∪Bn) < α. Since B1 ∪ · · · ∪Bn is an increasing sequence, by the
third part of Proposition 9.4.4 and the sandwich rule, we find that B = ∪Bn ⊂ A satisfies
µ(B) = limµ(B1 ∪ · · · ∪Bn) = α.

Since µ(A) = +∞ and µ(B) = α < +∞, we get µ(A−B) = +∞. By the semifinite
property, there is a measurable C ⊂ A−B, such that 0 < µ(C) < +∞. Then the measure
of B ∪ C ⊂ A satisfies

α < µ(B ∪ C) = µ(B) + µ(C) = α+ µ(C) < +∞.

This contradicts to the definition of α.
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Exercise 10.17. Extend Exercise 10.3 to the unbounded case.

Exercise 10.18. Prove that any σ-finite measure is semifinite. Moreover, show that the
converse is not true.

Exercise 10.19. Let µ be a measure on a σ-algebra Σ. For A ∈ Σ, let

µ1(A) = sup{µ(B) : A ⊃ B ∈ Σ, µ(B) < +∞}.

1. Prove that, if µ1(A) < +∞, then there is A ⊃ B ∈ Σ, such that µ(B) = µ1(A), and
any A−B ⊃ C ∈ Σ has µ(C) = 0 or +∞.

2. Prove that µ1 is a semifinite measure.

Exercise 10.20. Prove that any measure is a sum µ1 + µ2, with µ1 semifinite and µ2 only
taking values 0 and +∞. Moreover, prove that the semifinite measure µ1 in Exercise 10.19
is the smallest in such decompositions.

To simplify the subsequent discussions, we will assume all functions are mea-
surable.

Convergence v.s. Boundedness

We split any function into positive and negative parts

f = f+ − f−, f+ = max{f, 0}, f− = −min{f, 0} = max{−f, 0}.

Then f[a,b] = f[0,b] + f[a,0] = f+
[0,b] − f

−
[0,−a] for a < 0 < b, and∫

A

f[a,b]dµ =

∫
A

f+
[0,b]dµ−

∫
A

f−[0,−a]dµ. (10.3.2)

Since a and b are independent, we expect that f is integrable (meaning convergence)
if and only if f+ and f− are integrable (see Proposition 10.3.5 below), and we have∫

X

fdµ =

∫
X

f+dµ−
∫
X

f−dµ.

This reduces the convergence problem to the case of non-negative functions.

Definition 10.3.4. A Lebesgue integral

∫
X

fdµ is bounded if there is a number M ,

such that∣∣∣∣∫
A

f[a,b]dµ

∣∣∣∣ < M for any A ∈ Σ with µ(A) < +∞ and any a < b.

The following says that the convergence of the Lebesgue integral is always
absolute. So there is no conditional convergence for the Lebesgue integral.
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Proposition 10.3.5. A measurable function is Lebesgue integrable if and only if the
integral is bounded. Moreover, the following are equivalent.

1. f is Lebesgue integrable.

2. f+ and f− are Lebesgue integrable.

3. |f | is Lebesgue integrable.

Proof. Denote by I(f) the integrability of f and by B(f) the boundedness of∫
X

fdµ. Then (10.3.1) implies

I(f+) ⇐⇒ B(f+), I(f−) ⇐⇒ B(f−), I(|f |) ⇐⇒ B(|f |).

By f = f+ − f− and (10.3.2), we have

I(f+) and I(f−) =⇒ I(f), B(f+) and B(f−) =⇒ B(f).

By |f | = f+ + f−, |f+| ≤ |f |, |f−| ≤ |f |, it is also easy to see that

B(f+) and B(f−) ⇐⇒ B(|f |).

It remains to show that

B(f) =⇒ B(f+) and B(f−), I(f) =⇒ B(f+) and B(f−).

Given B(f), we have the inequality in Definition 10.3.4. Applying the inequal-
ity to [0, b], we get ∣∣∣∣∫

A

f+
[0,b]dµ

∣∣∣∣ =

∣∣∣∣∫
A

f[0,b]dµ

∣∣∣∣ < M.

This proves that B(f) =⇒ B(f+). The same proof shows that B(f) =⇒ B(f−).
Given I(f), for ε = 1, there is N > 0 and Y ∈ Σ with µ(Y ) < +∞, such that

Y ⊂ A ∈ Σ, µ(A) < +∞, a ≤ −N, b ≥ N =⇒
∣∣∣∣∫
A

f[a,b]dµ− I
∣∣∣∣ < 1. (10.3.3)

We will argue that this implies the boundedness of

∫
A

f[0,b]dµ for all measurable A

satisfying µ(A) < +∞, and A ∩ Y = ∅ or A ⊂ Y . Then for general measurable A
satisfying µ(A) < +∞, we get B(f+) by∫

A

f+
[0,b]dµ =

∫
A

f[0,b]dµ =

∫
A−Y

f[0,b]dµ+

∫
A∩Y

f[0,b]dµ.

The argument for B(f−) is similar.
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Suppose A satisfies µ(A) < +∞ and A ∩ Y = ∅. Then A+ = A ∩ f−1[0,+∞)
has the same property, and for a = −N and b ≥ N , we have∫

A

f[0,b]dµ =

∫
A+

f[0,b]dµ =

∣∣∣∣∫
A+

f[−N,b]dµ

∣∣∣∣ =

∣∣∣∣∫
A+∪Y

f[−N,b]dµ−
∫
Y

f[−N,b]dµ

∣∣∣∣
≤
∣∣∣∣∫
A+∪Y

f[−N,b]dµ− I
∣∣∣∣+

∣∣∣∣∫
Y

f[−N,b]dµ− I
∣∣∣∣ < 2.

Here (10.3.3) applied to A+ ∪ Y and Y in the last inequality.
Suppose A satisfies µ(A) < +∞ and A ⊂ Y . Then for a = −N and b ≥ N ,

we have∫
A

f[0,b]dµ ≤
∫
Y

f[0,b]dµ =

∣∣∣∣∫
Y

f[−N,b]dµ−
∫
Y

f[−N,0]dµ

∣∣∣∣
≤
∣∣∣∣∫
Y

f[−N,b]dµ− I
∣∣∣∣+ |I|+

∣∣∣∣∫
Y

f[−N,0]dµ

∣∣∣∣ < 1 + |I|+Nµ(Y ).

We note that although the boundedness is only verified to b ≥ N , we actually
get the boundedness for b ≥ 0 by f[0,b] ≤ f[0,N ] in case 0 ≤ b ≤ N .

Exercise 10.21 (Comparison Test). Suppose f and g are measurable. Prove that if |f | ≤ g
for an integrable g, then f is integrable.

Exercise 10.22. Extend Exercise 10.1 to unbounded case. For the measure µ in Exercise

9.38 and any function f , we have

∫
fdµ =

∑
µxf(x). The function is integrable if and

only if
∑
µxf(x) contains only countably many nonzero terms and the sum absolutely

converges.

Property of Lebesgue Integral

Proposition 10.3.6. The (unbounded) Lebesgue integration has the following prop-
erties.

1. If f = g almost everywhere, then f is Lebesgue integrable if and only if g is

Lebesgue integrable, and

∫
X

fdµ =

∫
X

gdµ.

2. If f and g are Lebesgue integrable, then f + g and cf are Lebesgue integrable,

and

∫
X

(f + g)dµ =

∫
X

fdµ+

∫
X

gdµ,

∫
X

cfdµ = c

∫
X

fdµ.

3. If f and g are Lebesgue integrable and f ≥ g almost everywhere, then

∫
X

fdµ ≥∫
X

gdµ. Moreover, if X is semifinite and

∫
X

fdµ =

∫
X

gdµ, then f = g al-

most everywhere.
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4. If A and B are measurable subsets, then f is Lebesgue integrable on A ∪ B
if and only if it is Lebesgue integrable on A and on B. Moreover, we have∫
A∪B

fdµ =

∫
A

fdµ+

∫
B

fdµ−
∫
A∩B

fdµ.

Proof. If f = g almost everywhere, then f[a,b] = g[a,b] almost everywhere. By the

first property of Proposition 10.1.4, we have

∫
A

f[a,b]dµ =

∫
A

g[a,b]dµ for µ(A) <

+∞. Then by Definition 10.3.1, we find that f is integrable if and only if g is
integrable, and their integrals are the same. This proves the first property.

Next we prove the fourth property. By using the boundedness criterion in
Proposition 10.3.5, we find that the integrability of f on measurable A implies the
integrability of f on measurable subsets of A. In particular, the integrability on
A ∪B implies the integrability on A and on B.

Conversely, if C ⊂ A ∪B is measurable with µ(C) < +∞, then we have∫
C

f[a,b]dµ =

∫
C∩A

f[a,b]dµ+

∫
C∩B

f[a,b]dµ−
∫
C∩A∩B

f[a,b]dµ.

If f is integrable on A and on B, then f is also integrable on the subset A ∩ B.
By the boundedness criterion in Proposition 10.3.5 and the equality above, we find
that the integrability on A and on B implies the integrability on A ∪B.

For the equality in the fourth property, we start from the definition of the
three integrals on the right. For any ε > 0, there is N > 0 and measurable Y ⊂ A,
Z ⊂ B, W ⊂ A ∩B with finite measures, such that

Y ⊂ C ⊂ A, µ(C) < +∞, a < −N, b > N =⇒
∣∣∣∣∫
C

f[a,b]dµ− I
∣∣∣∣ < ε,

Z ⊂ C ⊂ B, µ(C) < +∞, a < −N, b > N =⇒
∣∣∣∣∫
C

f[a,b]dµ− J
∣∣∣∣ < ε,

W ⊂ C ⊂ A ∩B, µ(C) < +∞, a < −N, b > N =⇒
∣∣∣∣∫
C

f[a,b]dµ−K
∣∣∣∣ < ε,

Now for Y ∪ Z ∪W ⊂ C ⊂ A ∪B, µ(C) < +∞ and a < −N , b > N , we apply the
implications to Y ⊂ C ∩ A ⊂ A, Z ⊂ C ∩ B ⊂ B, W ⊂ C ∩ A ∩ B ⊂ A ∩ B, and
then get∣∣∣∣∫

C

f[a,b]dµ− I − J −K
∣∣∣∣

≤
∣∣∣∣∫
C∩A

f[a,b]dµ− I
∣∣∣∣+

∣∣∣∣∫
C∩B

f[a,b]dµ− J
∣∣∣∣+

∣∣∣∣∫
C∩A∩B

f[a,b]dµ−K
∣∣∣∣ < 3ε.

This proves the equality.
Now we turn to the second property. For integrable f and c > 0, we have

(cf)[a,b] = cf[c−1a,c−1b]. For integrable f and c < 0, we have (cf)[a,b] = cf[c−1b,c−1a].

Then we get

∫
X

cfdµ = c

∫
X

fdµ by Definition 10.3.1.
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For f, g ≥ 0 and b ≥ 0, we have

f[0,b] + g[0,b] ≤ (f + g)[0,2b] ≤ f[0,2b] + g[0,2b].

Then either by Definition 10.3.1 or by (10.3.1), we get∫
X

(f + g)dµ =

∫
X

fdµ+

∫
X

gdµ.

This proves the addition formula for non-negative functions.
In general, we consider integrable f, g and decompose X into disjoint union

of the following six subsets. In each case, we also indicate sum of non-negative
functions.

1. f ≥ 0, g ≥ 0: sum (f + g) = f + g.

2. f < 0, g < 0: sum −(f + g) = (−f) + (−g).

3. f ≥ 0, g < 0, f + g ≥ 0: sum f = (f + g) + (−g).

4. f ≥ 0, g < 0, f + g < 0: sum −g = f + (−(f + g)).

5. f < 0, g ≥ 0, f + g ≥ 0: sum g = (f + g) + (−f).

6. f < 0, g ≥ 0, f + g < 0: sum −f = g + (−(f + g)).

In each case, we may apply the addition formula for non-negative functions, with
possible use of the scalar property for c = −1. For example, on the third subset,
we have 0 ≤ f + g < f . Then by the boundedness criterion in Proposition 10.3.5,
the integrability of f implies the integrability of f + g. Then the integrability of
non-negative functions f + g and −g implies∫

fdµ =

∫
(f + g)dµ+

∫
(−g)dµ

on the third subset. Using the scalar property, this is the same as∫
(f + g)dµ =

∫
fdµ+

∫
gdµ

on the third subset. Then we may use the fourth property that we just proved to
add the six equalities together. What we get is the addition formula.

Finally, we prove the third property. If f ≥ g almost everywhere, then f[a,b] ≥
g[a,b] almost everywhere. By the third property of Proposition 10.1.4, we have∫
A

f[a,b]dµ ≥
∫
A

g[a,b]dµ for µ(A) < +∞. Then by Definition 10.3.1, we find that∫
X

fdµ ≥
∫
X

gdµ.

Now we additionally assume that

∫
X

fdµ =

∫
X

gdµ. Since f and g are in-

tegrable, by the second property, h = f − g ≥ 0 is also integrable, and

∫
X

hdµ =
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X

fdµ−
∫
X

gdµ = 0. For any ε > 0, let Yε = {x : h(x) ≥ ε}. Then f ≥ εχYε . If X

is semifinite, then we have

0 =

∫
X

hdµ ≥
∫
X

εχYεdµ (inequality part of third property)

= ε

∫
X

χYεdµ (second property)

= εµ(Yε). (Proposition 10.3.3)

This implies µ(Yε) = 0 for any ε > 0 and proves that h = 0 almost everywhere.

Exercise 10.23. Suppose f is an extended valued measurable function that is Lebesgue
integrable on a σ-finite (or semifinite) measure space.

1. Prove that limb→+∞ µ{x : |f(x)| ≥ b} = 0.

2. Prove that {x : f(x) = ±∞} has zero measure.

3. Prove that there is a measurable function g without taking ±∞ value, such that
f = g almost everywhere.

Infinite Value of Lebesgue Integral

The Lebesgue integral can be naturally extended to have infinity values.

Definition 10.3.7. Suppose a (possibly extended valued) function f is equal to a
measurable function almost everywhere. We say the Lebesgue integral of f diverges

to +∞, and denote

∫
X

fdµ = +∞, if for any M , there is N > 0 and Y ∈ Σ with

µ(Y ) < +∞, such that

Y ⊂ A ∈ Σ, µ(A) < +∞, a < −N, b > N =⇒
∫
A

f[a,b]dµ > M.

Similarly, we have

∫
X

fdµ = −∞ if

Y ⊂ A ∈ Σ, µ(A) < +∞, a < −N, b > N =⇒
∫
A

f[a,b]dµ < M.

We could certainly also define

∫
X

fdµ =∞ by requiring

Y ⊂ A ∈ Σ, µ(A) < +∞, a < −N, b > N =⇒
∣∣∣∣∫
A

f[a,b]dµ

∣∣∣∣ > M.

However, such definition is usually not accepted because of two practical concerns.
First, the extended arithmetic with unsigned infinity is messy. Second, the unsigned
infinity is not considered as an extended value, and the concept of “indefinite integral
measure” (see Proposition 10.3.9 and Definition 12.1.1) does not allow unsigned
infinity.



400 Chapter 10. Lebesgue Integration

Proposition 10.3.8.

∫
X

fdµ = +∞ if and only if

∫
X

f+dµ is unbounded and∫
X

f−dµ is bounded.

∫
X

fdµ = −∞ if and only if

∫
X

f+dµ is bounded and

∫
X

f−dµ

is unbounded.

Proof. If

∫
X

f−dµ is bounded, then there isM1, such that for all A with µ(A) < +∞
and a < 0, we have ∫

A

f[a,0]dµ = −
∫
A

f−[0,−a]dµ ≥M1.

If we further know that

∫
A

f+dµ is unbounded, then for the M1 obtained above

and any M , there are N > 0 and µ(Y ) < +∞, such that

Y ⊂ A, µ(A) < +∞, b > N =⇒
∫
A

f[0,b]dµ =

∫
A

f+
[0,b]dµ > M −M1.

By the second property of Proposition 10.1.4, therefore, Y ⊂ A, µ(A) < +∞ and
b > N imply∫

A

f[a,b]dµ =

∫
A

f[a,0]dµ+

∫
A

f[0,b]dµ > M1 + (M −M1) = M.

This proves that

∫
X

fdµ = +∞.

Conversely, suppose

∫
X

fdµ = +∞. Then for M = 0, there are N > 0 and

µ(Y ) < +∞, such that

Y ⊂ A, µ(A) < +∞, a ≤ −N =⇒
∫
A

f[a,N ]dµ > 0.

Let A′ = {x ∈ A : f(x) ≤ 0} ∪ Y . Then

Y ⊂ A′ ⊂ A, f[a,0] = 0 on A−A′, f[0,N ] = 0 on A′ − Y,

and we get

0 <

∫
A′
f[a,N ]dµ =

∫
A′
f[a,0]dµ+

∫
A′
f[0,N ]dµ =

∫
A

f[a,0]dµ+

∫
Y

f[0,N ]dµ.

This further implies∫
A

f−[0,−a]dµ = −
∫
A

f[a,0]dµ <

∫
Y

f[0,N ]dµ ≤ Nµ(Y ).

Since the right side depends only on Y , we conclude that

∫
X

f−dµ is bounded. Then

by Proposition 10.3.5,

∫
X

fdµ = +∞ implies that

∫
X

f+dµ cannot be bounded.

Since f+ ≥ 0, this means

∫
X

f+dµ = +∞.
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Example 10.3.2. Example 10.3.1 shows that, if µ is semifinite, then µ(A) = +∞ implies∫
X

χAdµ = +∞. In fact, the property is equivalent to the semifiniteness of µ.

Example 10.3.3. We show that it is possible for the value of the Lebesgue integral to be
infinity but without definite sign.

Let X be the set of non-negative integers. Let µ{n} = an for a fixed a > 2 (see
Exercise 9.38). Let f(n) = (−1)n. A subset A has finite measure if and only if A is a finite
subset. Moreover, we have∣∣∣∣∫

A

fdµ

∣∣∣∣ =

∣∣∣∣∣∑
n∈A

(−1)nan

∣∣∣∣∣ ≥ amaxA −
maxA−1∑
n=0

an = amaxA − amaxA − 1

a− 1
>
a− 2

a− 1
amaxA.

Therefore we get (m ∈ A implies m ≤ maxA)

Y = {m} ⊂ A, µ(A) < +∞ =⇒
∣∣∣∣∫
A

fdµ

∣∣∣∣ > a− 2

a− 1
amaxA ≥ a− 2

a− 1
am.

Since limm→+∞
a− 2

a− 1
am = +∞, we conclude that

∫
A

fdµ =∞.

If we consider the signs, then the same estimation shows that∫
A

fdµ >
a− 2

a− 1
am if m = maxA is even,

and ∫
A

fdµ < −a− 2

a− 1
am if m = maxA is odd.

This shows that

∫
A

fdµ is neither +∞ nor −∞.

Exercise 10.24. Extend Exercises 10.3 and 10.17 to the the infinity valued Lebesgue inte-
grals.

Exercise 10.25. Extend the first and third properties of Propositions 10.1.4 and 10.3.6.

Prove that f ≥ g almost everywhere and

∫
X

gdµ = +∞ implies

∫
X

fdµ = +∞.

Exercise 10.26. Extend the fourth property of Propositions 10.1.4 and 10.3.6.

1. Suppose

∫
A

fdµ = +∞ and B ⊂ A. Prove that

∫
B

fdµ is either finite or +∞.

2. Suppose

∫
A

fdµ = +∞ and

∫
B

fdµ is either finite or +∞. Prove that

∫
A∪B

fdµ =

+∞.

Exercise 10.27. Extend the second property of Propositions 10.1.4 and 10.3.6.

1. Prove that if

∫
X

fdµ = +∞ and

∫
X

gdµ is either finite or +∞, then

∫
X

(f + g)dµ =

+∞.

2. Prove that if

∫
X

fdµ = +∞, then

∫
X

cfdµ = +∞ for c > 0 and

∫
X

cfdµ = −∞ for

c < 0.
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Indefinite Integral

Suppose f is a non-negative measurable function. Then we may consider the inte-
gration on all measurable subsets

ν(A) =

∫
A

fdµ =

∫
X

fχAdµ, A ∈ Σ.

We allow f and ν to take extended +∞ value.

Proposition 10.3.9. Suppose f is a non-negative measurable function. Then ν(A) =∫
A

fdµ is a measure.

Proof. By the fourth property of Proposition 10.3.6 and Exercise 10.26, ν is additive.
We need to show that ν is countably additive: ν(t∞i=1Ai) =

∑∞
i=1 ν(Ai). By the

finite additivity of ν and f ≥ 0, it is easy to get

n∑
i=1

ν(Ai) =

n∑
i=1

∫
Ai

fdµ =

∫
tni=1Ai

fdµ

≤
∫
tni=1Ai

fdµ+

∫
ti>nAi

fdµ =

∫
t∞i=1Ai

fdµ = ν(t∞i=1Ai).

This implies
∑∞
i=1 ν(Ai) ≤ ν(t∞i=1Ai). It remains to prove the inequality in the

other direction.

Let A = t∞i=1Ai. If ν(A) =

∫
A

fdµ < +∞, then for any ε > 0, there is b > 0

and a measurable subset B ⊂ A, such that

µ(B) < +∞, 0 ≤
∫
A

fdµ−
∫
B

f[0,b]dµ < ε.

Then

ν(t∞i=1Ai) =

∫
A

fdµ ≤
∫
B

f[0,b]dµ+ ε

=

n∑
i=1

∫
B∩Ai

f[0,b]dµ+

∫
ti>n(B∩Ai)

f[0,b]dµ+ ε

≤
n∑
i=1

∫
Ai

fdµ+

∫
ti>n(B∩Ai)

bdµ+ ε

=

n∑
i=1

ν(Ai) + bµ(ti>n(B ∩Ai)) + ε

≤
∞∑
i=1

ν(Ai) + b
∑
i>n

µ(B ∩Ai) + ε.
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By
∞∑
i=1

µ(B ∩Ai) = µ(B) < +∞,

we see that the series
∑∞
i=1 µ(B ∩Ai) converges. Therefore for the known ε and b,

we can find big n, such that
∑
i>n µ(B ∩Ai) <

ε

b
. This implies

ν(t∞i=1Ai) ≤
∞∑
i=1

ν(Ai) + b
∑
i>n

µ(B ∩Ai) + ε ≤
∞∑
i=1

ν(Ai) + 2ε.

Since ε is arbitrary, we conclude that ν(t∞i=1Ai) ≤
∑∞
i=1 ν(Ai).

If ν(A) =

∫
A

fdµ = +∞, then for any M , there is b > 0 and a measurable

subset B ⊂ A, such that

µ(B) < +∞,
∫
B

f[0,b]dµ > M.

By the countable additivity just proved for the indefinite integral of integrable non-

negative functions, λ(C) =

∫
C

f[0,b]dµ is countably additive for disjoint union of

measurable subsets of B. By f ≥ f[0,b], we have ν(C) ≥ λ(C) for C ⊂ B. Then by
t∞i=1(B ∩Ai) = B, we have

∞∑
i=1

ν(Ai) ≥
∞∑
i=1

ν(B ∩Ai) ≥
∞∑
i=1

λ(B ∩Ai) = λ(B) =

∫
B

f[0,b]dµ > M.

Since M is arbitrary, we conclude that
∑∞
i=1 ν(Ai) = +∞.

Exercise 10.28. Suppose f and g are extended valued measurable functions, such that∫
A

fdµ =

∫
A

gdµ for any measurable subset A. Prove that if µ is semifinite, then f =

g almost everywhere. This extends Exercise 10.14 and implies the uniqueness of the
“integrand” of ν in Proposition 10.3.9 (in case µ is semifinite).

Exercise 10.29. Suppose f is integrable. Prove that for any ε > 0, there is δ > 0, such that

µ(A) < δ implies

∣∣∣∣∫
A

fdµ

∣∣∣∣ < ε. Proposition 12.1.5 generalizes the exercise.

Exercise 10.30. Extend Exercise 10.15 to the unbounded case. Suppose f is Lebesgue
integrable on any bounded interval, and the integral on the intervals always vanishes.
Prove that f = 0 almost everywhere.

Exercise 10.31. Suppose f is Lebesgue integrable on any bounded interval. Prove that

F (x) =

∫ x

a

fdx is continuous.
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10.4 Convergence Theorem
A key reason for introducing the Lebesgue integral is the much simpler convergence
theorems. This makes the Lebesgue integral superior to the Riemann integral.
The convergence theorems may be proved by using the approximation by simple
functions. The idea has been used before, in the proof of Theorem 10.2.3.

Simple Function

A function φ is simple if it takes only finitely many values. Let c1, . . . , cn be all the
distinct values of φ, then we get a partition

X = tXi, Xi = {x : φ(x) = ci} = φ−1(ci),

and φ is a linear combination of characteristic functions

φ =

n∑
i=1

ciχXi .

Moreover, φ is measurable if and only if Xi are measurable subsets, and we have∫
X

φdµ =
∑

ciµ(Xi).

It is also easy to see that any combination F (φ1, . . . , φk) of finitely many simple
functions is simple, and the combination is measurable if all φi are measurable.

Lemma 10.4.1. A non-negative function f is measurable if and only if it is the
limit of an increasing sequence of non-negative measurable simple functions φn.

1. If f is bounded, then we can further have φn uniformly converging to f .

2. If f is integrable, then simple functions satisfying 0 ≤ φ ≤ f must be of the
form

φ =

n∑
i=1

ciχXi , Xi ∈ Σ, µ(Xi) < +∞, ci 6= 0, (10.4.1)

and we can further have

∫
X

fdµ = lim

∫
X

φndµ.

A consequence of the lemma is that, for a non-negative integrable function f ,
we have ∫

X

fdµ = sup
φ≤f, φ simple

∫
X

φdµ.

According to the Monotone Convergence Theorem (Theorem 10.4.2), the limit in
the second part actually always holds as long as φn is an increasing sequence of
non-negative measurable simple functions converging to f .
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For general f , we may apply the lemma to f+ and f− to get similar approxi-
mations by simple functions. See Exercises 10.32 through 10.33.

If f is only equal to a measurable function almost everywhere, then we can
only have φn converging to f almost everywhere, and the uniform convergence only
happens outside a subset of measure 0. However, this does not affect the conclusion
about the Lebesgue integral.

Proof. If f is the limit of a sequence of measurable simple functions, then f is
measurable by Proposition 10.2.2. Conversely, suppose f is measurable and non-
negative. For any partition Πn : 0 = c0 < c1 < · · · < ck = n of [0, n], construct

φn =
∑

ci−1χf−1(ci−1,ci].

Then

0 < f(x) ≤ n =⇒ ci−1 < f(x) ≤ ci for some i

=⇒ 0 < f(x)− φn(x) ≤ ci − ci−1 ≤ ‖Πn‖.

We also note that f(x) = 0 implies φn(x) = 0, and f(x)− φn(x) = 0 < ‖Πn‖.
Take a sequence of partitions Πn satisfying ‖Πn‖ → 0. For any x ∈ X, we

have 0 ≤ f(x) ≤ N for some natural number N . Then

n > N =⇒ 0 ≤ f(x) ≤ n =⇒ 0 ≤ f(x)− φn(x) ≤ ‖Πn‖.

By ‖Πn‖ → 0, this implies limφn(x) = f(x). If f is bounded, then we can find oneN
applicable to all x ∈ X, and the estimation above implies the uniform convergence.
To get φn to be increasing, we can either take Πn+1 to be a refinement of Πn, or
take the sequence max{φ1, . . . , φn} instead.

Next assume f is integrable. Suppose f ≥ φ =
∑n
i=1 ciχXi ≥ 0, and Xi are

disjoint. Since Xi are disjoint, we have ci ≥ 0. By deleting those ci = 0, we may
assume that all ci > 0. Then∫

X

fdµ ≥
∫
X

φdµ ≥
∫
X

ciχXidµ = ciµ(Xi).

Since the left side is bounded and ci > 0, we get µ(Xi) < +∞. Therefore φ is of
the form (12.4.1).

By the definition of

∫
X

fdµ, for any n, there is a measurable A with µ(A) <

+∞ and a number b > 0, such that

0 ≤
∫
X

fdµ−
∫
A

f[0,b]dµ <
1

n
.

By applying the first part to the bounded measurable function f[0,b], we get a simple

function ψn satisfying 0 ≤ f[0,b] − ψn ≤
1

nµ(A)
. Then

0 ≤
∫
X

fdµ−
∫
X

ψndµ ≤
(∫

X

fdµ−
∫
A

f[0,b]dµ

)
+

∫
A

(f[0,b] − ψn)dµ ≤ 2

n
.
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This implies

∫
X

fdµ = lim

∫
X

ψndµ.

Let φn be the increasing sequence of simple functions constructed before,
satisfying 0 ≤ φn ≤ f and f = limφn. Let θn = max{φn, ψ1, . . . , ψn}. Then θn is
an increasing sequence, and

0 ≤ f − θn ≤ f − φn, 0 ≤ f − θn ≤ f − ψn.

By the first inequality and f = limφn, we get f = lim θn. By the second inequality

and

∫
X

fdµ = lim

∫
X

ψndµ, we get

∫
X

fdµ = lim

∫
X

θndµ.

Exercise 10.32. Prove that a (not necessarily non-negative) function is measurable if and
only if it is the limit of a sequence of measurable simple functions. Moreover, if the function
is bounded, then the convergence can be uniform. Can the sequence be increasing?

Exercise 10.33. Suppose f is an integrable function. Prove that there is a sequence of simple

functions φn of the form (12.4.1), such that φn converges to f , and lim

∫
X

|f −φn|dµ = 0.

Can φn be increasing?

Exercise 10.34. Suppose µ(X) < +∞ and f ≥ 0 is measurable. Prove that there is an
increasing sequence of measurable simple functions φn, such that for any ε > 0, there is a
measurable subset A, such that µ(X −A) < ε and φn uniformly converges to f on A.

Exercise 10.35. In Lemma 10.4.1, prove that

∫
X

fdµ = +∞ implies lim

∫
X

φndµ = +∞.

Convergence Theorem

The monotone limit property in Proposition 9.4.4 has the following extension.

Theorem 10.4.2 (Monotone Convergence Theorem). Suppose fn is an increasing
sequence of measurable functions, such that f1 is integrable. Then∫

X

lim fndµ = lim

∫
X

fndµ.

The theorem (and the subsequent convergence theorems) also holds for func-
tions that are equal to measurable functions almost everywhere.

Proof. By changing fn to fn − f1, we may assume fn ≥ 0. Let f = lim fn. Then f

is measurable and f ≥ fn. Therefore

∫
X

fdµ ≥ lim

∫
X

fndµ. For the converse, by

Lemma 10.4.1 (and the subsequent remark), it is sufficient to prove the following:

If φ is a simple function of the form (12.4.1) satisfying φ ≤ f , then

∫
X

φdµ ≤

lim

∫
X

fndµ.
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Fix any 0 < α < 1. The subset

Xn = {x : fn(x) ≥ αφ(x)}

is measurable and satisfies Xn ⊂ Xn+1. If φ(x) = 0, then we always have fn(x) ≥
αφ(x). If φ(x) > 0, then lim fn(x) ≥ φ(x) > αφ(x) implies that x ∈ Xn for some n.
Therefore X = ∪Xn. On the other hand, by applying the monotone limit property
in Proposition 9.4.4 to any measurable subset A with µ(A) <∞, we get∫

X

χAdµ = µ(A) = limµ(A ∩Xn) = lim

∫
Xn

χAdµ.

By taking finite linear combinations of χA for such A, we get∫
X

αφdµ = lim

∫
Xn

αφdµ ≤ lim

∫
Xn

fndµ.

Since α is arbitrary, we get

∫
X

φdµ ≤ lim

∫
Xn

fndµ.

The proof also applies when

∫
X

lim fndµ = +∞ or lim

∫
X

fndµ = +∞. More-

over, the proof shows that if lim

∫
X

fndµ is bounded, then lim fn converges almost

everywhere to an integrable function.

Theorem 10.4.3 (Fatou’s Lemma). Suppose fn is a sequence of measurable func-
tions, such that inf fn is integrable. Then∫

X

lim fndµ ≤ lim

∫
X

fndµ.

If

∫
X

lim fndµ = +∞ (this happens when

∫
X

inf fndµ = +∞), then Fatou’s

Lemma says lim

∫
X

fndµ = +∞.

Proof. Let gn = inf{fn, fn+1, fn+2, . . . }. Then gn is an increasing sequence of mea-
surable functions, such that g1 is integrable and lim gn = lim fn. By the Monotone
Convergence Theorem, we get∫

X

lim fndµ =

∫
X

lim gndµ = lim

∫
X

gndµ.

Moreover, by gn ≤ fn, we get

lim

∫
X

gndµ = lim

∫
X

gndµ ≤ lim

∫
X

fndµ.
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Theorem 10.4.4 (Dominated Convergence Theorem). Suppose fn is a sequence of
measurable functions and lim fn = f almost everywhere. Suppose |fn| ≤ g almost
everywhere and g is integrable. Then∫

X

fdµ = lim

∫
X

fndµ.

Proof. The inequality |fn| ≤ g implies | inf fn| ≤ g and | sup fn| ≤ g. By the
boundedness criterion in Proposition 10.3.5 (see Exercise 10.21), the integrability
of g implies the integrability of inf fn and sup fn. Then by Fatou’s Lemma,∫

X

lim fndµ ≤ lim

∫
X

fndµ ≤ lim

∫
X

fndµ ≤
∫
X

lim fndµ.

Because lim fn = lim fn = lim fn, the theorem is proved.

Example 10.4.1. Consider fn = −χ[n,+∞). We have fn increasing and lim fn = 0. How-

ever, we also have

∫
R
fndx = −∞ and

∫
R

lim fndx = 0. This shows that in the Monotone

Convergence Theorem, we must have some fn to be integrable.

Example 10.4.2. Example 10.4.1 also shows that Fatou’s Lemma may not hold if inf fn is
not assumed integrable. We may also consider fn = −χ(n,n+1), for which we have∫

R
lim fndx =

∫
R

0dx = 0 6≤ lim

∫
R
fndx = lim−1 = −1.

In this counterexample, both sides are finite.

Example 10.4.3. Example 5.4.10 is a classical example that lim

∫
fndx =

∫
lim fndx may

not hold for the Riemann integral in case fn converges to f but not uniformly. However,
the reason for the failure of the equality is only due to the non-Riemann integrability of
lim fn = D, the Dirichlet function. In other words, the uniform convergence condition is
used only for deriving the Riemann integrability of the limit.

Now the Dirichlet function is Lebesgue integrable, and

∫
Ddx = 0 because D = 0

almost everywhere. Once

∫
lim fndx makes sense, the equality is restored, by either the

Monotone Convergence Theorem or the Dominated Convergence Theorem.

Exercise 10.36. Suppose fn ≥ 0 are measurable. Prove that

∫
X

(
∑
fn) dµ =

∑∫
X

fndµ.

Exercise 10.37. Show that it is possible to have strict inequality in Fatou’s Lemma.

Exercise 10.38. Suppose fn are measurable, f1 + · · · + fn ≥ 0,
∑
fn converges, and∑∫

X

fndµ converges. Prove that

∫
X

(
∑
fn) dµ ≤

∑∫
X

fndµ. Moreover, show that

the strict inequality may happen.
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Exercise 10.39. Prove Proposition 10.3.9 by using Monotone Convergence Theorem.

Exercise 10.40. Redo Exercise 10.31 by using Dominated Convergence Theorem.

Exercise 10.41. Find a counterexample for the Dominated Convergence Theorem.

Exercise 10.42 (Dominated Convergence Theorem, extended). Suppose fn and f are mea-
surable. Suppose gn and g are integrable. If lim fn = f , lim gn = g, |fn| ≤ gn and

lim

∫
X

gndµ =

∫
X

gdµ, then

lim

∫
X

fndµ =

∫
X

fdµ.

Exercise 10.43. Suppose fn and f are integrable and lim fn = f . Prove that lim

∫
X

|fn −

f |dµ = 0 if and only if lim

∫
X

|fn|dµ =

∫
X

|f |dµ.

Exercise 10.44. Suppose f(x, t) is measurable for each fixed t. Suppose limt→0 f(x, t) =
f(x) and |f(x, t)| ≤ g(x) for some integrable g. Prove that

lim
t→0

∫
f(x, t)dx =

∫
f(x)dx.

Moreover, prove that if f is continuous in t, then

∫
f(x, t)dx is continuous in t.

Exercise 10.45. Suppose f(x, t) is measurable for each fixed t. Suppose the partial deriva-

tive
∂f

∂t
exists and is bounded. Prove that for any bounded [a, b],

d

dt

∫ b

a

f(x, t)dx =

∫ b

a

∂f

∂t
(x, t)dx.

Exercise 10.46. Prove Borel-Cantelli Lemma in Exercise 9.50 by applying the Monotone
Convergence Theorem to the integration of the series

∑
χAn .

Criterion for Riemann Integrability

A consequence of the Monotone Convergence Theorem is the following criterion for
Riemann integrability.

Theorem 10.4.5 (Lebesgue Theorem). A bounded function on [a, b] is Riemann in-
tegrable if and only if it is continuous almost everywhere.

Proof. Suppose f is Riemann integrable. In Exercise 4.85, we introduced the oscil-
lation of f at x ∈ [a, b]

ωx(f) = lim
ε→0+

ω(x−ε,x+ε)f,
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and showed that f is continuous at x if and only if ωx(f) = 0. So A = {x : ωx(f) >
0} is exactly the collection of places where f is not continuous. We have

A = ∪A 1
n
, Aδ = {x : ωx(f) > δ}.

Thus it is sufficient to prove that Aδ is a subset of measure 0 for any δ > 0.
For any ε > 0, there is a partition P of [a, b] by intervals, such that∑

ω[xi−1,xi](f)∆xi < εδ.

If x ∈ (xi−1, xi) and ωx(f) > δ, then ω[xi−1,xi](f) ≥ ωx(f) > δ. Therefore

Aδ ⊂ tω[xi−1,xi]
(f)>δ(xi−1, xi) t {x0, x1, . . . , xn}.

On the other hand,

εδ >
∑

ω[xi−1,xi](f)∆xi ≥
∑

ω[xi−1,xi]
(f)>δ

ω[xi−1,xi](f)∆xi

≥ δµ(tω[xi−1,xi]
(f)>δ(xi−1, xi)).

Therefore

µ(tω[xi−1,xi]
(f)>δ(xi−1, xi) t {x0, x1, . . . , xn}) = µ(tω[xi−1,xi]

(f)>δ(xi−1, xi)) < ε.

Since ε is arbitrary, Aδ is a subset of measure zero.
Conversely, suppose f is continuous almost everywhere. Let Pn be a sequence

of partitions of [a, b] by intervals, such that Pn+1 refines Pn and ‖Pn‖ → 0. For
each Pn, let

φn =
∑(

inf
[xi−1,xi]

f

)
χ(xi−1,xi], ψn =

∑(
sup

[xi−1,xi]

f

)
χ(xi−1,xi].

Since Pn+1 refines Pn, φn is decreasing and ψn is increasing. Since ‖Pn‖ → 0,
we have limφn(x) = limψn(x) whenever f is continuous at x. Therefore we get
limφn = limψn almost everywhere. By the Monotone Convergence Theorem, we
have

lim

∫ b

a

φndµ =

∫ b

a

limφndµ =

∫ b

a

limψndµ = lim

∫ b

a

ψndµ.

On the other hand, we know∫ b

a

ψndµ−
∫ b

a

φndµ =
∑(

sup
[xi−1,xi]

f − inf
[xi−1,xi]

f

)
∆xi =

∑
ω[xi−1,xi](f)∆xi.

Thus the criterion for the Riemann integrability is verified.

Exercise 10.47. Suppose f is a bounded function on [a, b]. Prove that the integral of the
lower (upper) envelope of f in Exercise 10.12 is the lower (upper) Darboux integral of f∫ b

a

f∗(x)dx =

∫ b

a

f(x)dx,

∫ b

a

f∗(x)dx =

∫ b

a

f(x)dx.

Then use this to prove Lebesgue theorem.
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10.5 Convergence and Approximation
We have used the approximation by simple functions. The approximation by other
good functions can also be useful. On the other hand, we saw two meanings of the
approximation in Lemma 10.4.1. A sequence fn uniformly converges to f if

lim ‖fn − f‖∞ = 0,

where ‖f‖∞ = supx∈X |f(x)| is the L∞-norm. We also have the convergence

lim ‖fn − f‖1 = 0,

with respect to the L1-norm ‖f‖1 =

∫
X

|f |dµ. This implies the convergence

lim

∫
X

fndµ =

∫
X

fdµ of the Lebesgue integral. Another useful notion is con-

vergence in measure, which means that for any ε > 0, we have

lim
n→∞

µ({x : |fn(x)− f(x)| ≥ ε}) = 0.

Almost Uniform Convergence

Proposition 10.5.1 (Egorov’s Theorem). Suppose fn is a sequence of measurable
function converging to f almost everywhere. If µ(X) < +∞, then for any ε > 0,
fn converges uniformly to f outside a subset of measure < ε.

Proof. Let gn = fn−f and let εn > 0 converge to 0. Then gn converges to 0 almost
everywhere. This means that for almost all x ∈ X and any εm, there is N , such
that n > N implies |gn(x)| < εm. In other words, almost all x belongs to the subset
Y = ∩∞m=1 ∪∞N=1 ∩n>N {x : |gn(x)| < εm}. Let

Em,N = ∪n>N{x : |gn(x)| ≥ εm} = {x : |gn(x)| ≥ εm for some n > N}.

Then ∪∞m=1 ∩∞N=1 Em,N is the complement of Y , so that µ(∪∞m=1 ∩∞N=1 Em,N ) = 0.
This is the same as µ(∩∞N=1Em,N ) = 0 for any m. Since µ(X) < +∞ and Em,N is
decreasing in N , by the monotone limit property in Proposition 9.4.4, for fixed m,
we have limN→∞ µ(Em,N ) = 0.

On the other hand, the uniform convergence of fn on a subset A means that for
any x ∈ A and any εm, there is N , such that n > N implies |gn(x)| < εm. In other
words, for each εm, there is N , such that A ⊂ ∩n>N {x : |gn(x)| < εm} = X−Em,N .
By this interpretation, for any sequence Nm, the sequence fn uniformly converges
on ∩∞m=1(X − Em,Nm) = X − ∪∞m=1Em,Nm .

It remains to find a sequence Nm, such that µ(∪∞m=1Em,Nm) is as small as we
wish. For any given ε > 0 and m, by limN→∞ µ(Em,N ) = 0, we can find Nm, such

that µ(Em,Nm) <
ε

2m
. Then µ(∪∞m=1Em,Nm) ≤

∑∞
m=1 µ(Em,Nm) <

∑ ε

2m
= ε.

Exercise 10.48. Show that Egorov’s Theorem fails on the whole R with the usual Lebesgue
measure. Therefore the condition µ(X) < +∞ is necessary.
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Exercise 10.49. Use Lemma 10.4.1 and Egorov’s Theorem to give another proof of Exercise
10.34.

Exercise 10.50. Prove the converse of Egorov’s Theorem: Suppose for any ε > 0, there is
a subset A, such that µ(X −A) < ε and fn converges (not necessarily uniformly) to f on
A, then fn converges to f almost everywhere.

Convergence in Measure

Proposition 10.5.2. Suppose fn is a sequence of measurable functions. If fn con-
verges almost everywhere and µ(X) < +∞, then fn converges in measure. Con-
versely, if fn converges in measure, then a subsequence converges almost everywhere.

Proof. Let fn converge to f almost everywhere and let ε > 0 be given. By µ(X) <
+∞, we may apply Egorov’s Theorem. For any δ > 0, there is a measurable subset
A, such that µ(A) < δ and fn uniformly converges to f on X − A. The uniform
convergence means that, for the given ε > 0, there is N , such that

x ∈ X −A, n > N =⇒ |fn(x)− f(x)| < ε.

This means that

n > N =⇒ {x : |fn(x)− f(x)| ≥ ε} ⊂ A
=⇒ µ({x : |fn(x)− f(x)| ≥ ε}) ≤ µ(A) < δ.

This proves limn→∞ µ({x : |fn(x)− f(x)| ≥ ε}) = 0.
Conversely, let fn converge to f in measure and let εk > 0 be a sequence, such

that
∑
εk converges. By limµ({x : |fn(x) − f(x)| ≥ εk}) = 0, for any εk, there is

nk, such that µ({x : |fnk(x)− f(x)| ≥ εk}) ≤ εk.
Suppose x 6∈ AK = ∪k>K{x : |fnk(x) − f(x)| ≥ εk} for some K, then k > K

implies |fnk(x) − f(x)| < εk. By εk → 0, this further implies lim fnk(x) = f(x).
Therefore we have lim fnk(x) = f(x) for x 6∈ ∩∞K=1AK . It remains to show that
µ(∩∞K=1AK) = 0.

The sequence AK is decreasing and satisfies

µ(AK) ≤
∑
k>K

µ({x : |fnk(x)− f(x)| ≥ εk}) ≤
∑
k>K

εk.

Since the right side converges to 0 as K → ∞, by the monotone limit property in
Proposition 9.4.4, we have µ(∩∞K=1AK) = limK→∞ µ(K) = 0.

Example 10.5.1. Convergence in measure does not necessarily imply convergence almost
everywhere.

Consider the sequence of subsets In ⊂ [0, 1] given by

[0, 1],

[
0,

1

2

]
,

[
1

2
, 1

]
,

[
0,

1

3

]
,

[
1

3
,

2

3

]
,

[
2

3
, 1

]
,

[
0,

1

4

]
,

[
1

4
,

2

4

]
,

[
2

4
,

3

4

]
,

[
3

4
, 1

]
, . . .

Let fn = χIn . For any 0 < ε < 1, we have {x : |fn(x)| ≥ ε} ⊂ In. Therefore fn converges
to 0 in measure. On the other hand, for any x ∈ [0, 1], there are subsequences fmk and
fnk , such that fmk (x) = 0 and fnk (x) = 1. Therefore the sequence diverges everywhere.
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Exercise 10.51. Prove that if limn→∞

∫
X

|fn−f |dµ = 0, then fn converges to f in measure.

Is the converse true?

Approximation by Smooth Function

A function on R is smooth if it has derivatives of any order. It is compactly supported
if it is zero outside a big interval. The notions can be extended to multivariable
functions.

Proposition 10.5.3. Suppose f is Lebesgue integrable on R. Then for any ε > 0,

there is a compactly supported smooth function g, such that

∫
|f − g|dx < ε.

Proof. For the special case f = χ〈a,b〉 is the characteristic function of a bounded
interval, Figure 4.3.1 shows that, for any ε > 0, it is not difficult to construct a

compactly supported smooth function g, such that

∫
|χ〈a,b〉 − g|dx < ε.

Now consider the case f = χA is the characteristic function of a Lebesgue
measurable subset A of finite measure. For any ε > 0, we have µ(U − A) < ε for
some open U ⊃ A. Let U = t∞i=1(ai, bi). Then

∑
(bi − ai) converges, so that there

is n, such that V = tni=1(ai, bi) satisfies µ(U − V ) < ε. Moreover,

µ((V −A) ∪ (A− V )) ≤ µ(U −A) + µ(U − V ) < 2ε.

We have χV =
∑
χ(ai,bi). There are compactly supported smooth function

gi satisfying

∫
|χ(ai,bi) − gi|dx <

ε

n
. Then g =

∑n
i=1 gi is a compactly supported

smooth function satisfying∫
|χA − g|dx ≤

∫
|χA − χV |dx+

∫
|χV − g|dx

≤ µ((V −A) ∪ (A− V )) +

n∑
i=1

∫
|χ(ai,bi) − gi|dx

< 2ε+

n∑
i=1

ε

n
= 3ε.

Next consider integrable f . By Exercise 10.33, for any ε > 0, there is a

simple function φ =
∑n
i=1 ciχAi , such that µ(Ai) < +∞ and

∫
|f − φ|dx < ε.

We have shown that there are compactly supported smooth functions gi satisfying∫
|χAi−gi|dx <

ε

n|ci|
. Then g =

∑
cigi is a compactly supported smooth function

satisfying ∫
|f − g|dx ≤

∫
|f − φ|dx+

∑
|ci|
∫
|χAi − gi|dx < 2ε.
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The proof above is quite typical, in that the proof is carried out first for
the characteristic function of an interval, then for the characteristic function of
a measurable subset. By taking linear combinations, we get the proof for simple
functions. By approximation by simple functions, the proof is further extended to
Lebesgue integrable functions.

Exercise 10.52 (Riemann-Lebesgue Lemma). Suppose f(x) is a bounded Lebesgue measur-
able periodic function with period T . Suppose g(x) is Lebesgue integrable on R. Prove
that

lim
t→∞

∫ b

a

f(tx)g(x)dx =
1

T

∫ T

0

f(x)dx

∫ b

a

g(x)dx.

The proof may start for the case g is the characteristic function of an interval. Also
compare with Exercise 4.38.

Exercise 10.53. Suppose f(x) is a bounded Lebesgue measurable function and g(x) is

Lebesgue integrable on R. Prove that limt→0

∫
f(x)|g(x)− g(x+ t)|dx = 0.

Testing Function

Two integrable functions f1 and f2 are equal almost everywhere if and only if∫
A

f1dµ =

∫
A

f2dµ for any measurable A. This is the same as

∫
X

(f1 − f2)χAdµ =

0. By approximating χA with nice classes of functions g, the criterion becomes∫
X

f1gdµ =

∫
X

f2gdµ for all nice g.

Proposition 10.5.4. Suppose f is Lebesgue integrable on R. If

∫
fgdµ = 0 for any

compactly supported smooth function g, then f = 0 almost every where.

The earlier Example 4.3.6 also illustrates the idea of testing function.

Proof. For any ε > 0, there is b, such that

∫
|f − f[−b,b]|dµ < ε. By Proposition

10.5.3, for any bounded Lebesgue measurable subset A and ε > 0, there is a com-

pactly supported smooth function g, such that

∫
|χA−g|dµ <

ε

b
. In fact, by tracing

the construction of g, we may further assume |g| ≤ 1. Then∣∣∣∣∫
A

fdµ

∣∣∣∣ ≤ ∣∣∣∣∫ f[−b,b](χA − g)dµ

∣∣∣∣+

∫
A

|f − f[−b,b]|dµ

< b

∫
|χA − g|dµ+

∫
|f − f[−b,b]|dµ < 2ε.

Since ε can be arbitrarily small, we get

∫
A

fdµ = 0 for any bounded Lebesgue

measurable A. This implies f = 0 almost everywhere.
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Approximation by Continuous Function

Proposition 10.5.5 (Lusin’s Theorem). Suppose f is a Lebesgue measurable function
on R. Then for any ε > 0, there is a continuous function g on R, such that
f(x) = g(x) for x outside a subset of measure < ε.

Proof. For the case f = χA is the characteristic function of a Lebesgue measurable
subset A, we have closed K and open U , such that K ⊂ A ⊂ U and µ(U −K) < ε.
For the closed subsets K and R− U , the distance functions

d(x,K) = inf{|x− c| : c ∈ K}, d(x,R− U) = inf{|x− c| : c ∈ R− U}

are continuous and satisfy

d(x,K) = 0 ⇐⇒ x ∈ K, d(x,R− U) = 0 ⇐⇒ x ∈ R− U.

Then the fact that K and R− U are disjoint implies d(x,K) + d(x,R− U) > 0 for
all x, and therefore the function

g(x) =
d(x,R− U)

d(x,K) + d(x,R− U)

is defined and continuous on the whole R. Moreover, we have χA = 1 = g on
K and χA = 0 = g on R − U . The place the two functions are different lies in
R−K − (R− U) = U −K, and we have µ(U −K) < ε.

For a measurable simple function φ =
∑n
i=1 ciχAi , we can find continuous

gi, such that χAi = gi outside a subset of measure <
ε

n
. Then g =

∑
cigi is a

continuous function, such that φ = g outside a subset of measure < ε. We also note
that, if a ≤ φ ≤ b, then the truncation g[a,b] is also a continuous function satisfying
φ = g[a,b] whenever φ = g. Therefore we may also assume a ≤ g ≤ b.

Now suppose f is a bounded Lebesgue measurable function. By Lemma 10.4.1,
there is an increasing sequence of simple functions φn uniformly converging to f .
In fact, the proof of the lemma shows that, if δn > 0 are fixed, such that

∑
δn

converges, then it is possible to arrange to have 0 ≤ φn−φn−1 ≤ δn. We have shown
that each simple function φn − φn−1 is equal to a continuous function gn outside a

subset An of measure <
ε

2n
. Moreover, we may arrange to have 0 ≤ gn ≤ δn. The

convergence of
∑
δn implies the uniform convergence of

∑
gn, so that g =

∑
gn is

continuous. Moreover, we have f =
∑

(φn − φn−1) =
∑
gn = g outside the subset

∪An, which has measure µ(∪An) ≤
∑
µ(An) <

∑ ε

2n
= ε.

Next for any Lebesgue measurable function f , we consider the restriction
fχ(a,b) of the function to a bounded interval (a, b). By Exercise 10.8, for any
ε > 0, there is A ⊂ (a, b), such that µ((a, b) − A) < ε and f is bounded on
A. Then fχA is a bounded Lebesgue measurable function. By the earlier part
of the proof, we have fχA = g on B for a continuous function g and a subset
B ⊂ (a, b) satisfying µ((a, b) − B) < ε. Then f = fχA = g on A ∩ B, with
µ((a, b)−A ∩B) ≤ µ((a, b)−A) + µ((a, b)−B) < 2ε.
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It remains to combine the restrictions of f to bounded intervals together. We
cover R by countably many bounded intervals: R = ∪∞i=1(ai, bi), such that any
x ∈ R has a neighborhood (x− δ, x+ δ) intersecting only finitely many (ai, bi) (this
is called locally finite property). We also find continuous functions αi satisfying

αi ≥ 0,
∑

αi = 1, αi = 0 on R− (ai, bi).

The functions may be constructed by taking βi as in Figure 4.3.1 (c− 2δ and c+ 2δ
are respectively ai and bi), which satisfies

βi > 0 on (ai, bi), βi = 0 on R− (ai, bi),

and then taking

αi =
βi∑
βi
.

We note that by the locally finite property, the sum
∑
βi is always a finite sum on a

neighborhood of any x ∈ R and is therefore continuous. Moreover, the covering R =
∪∞i=1(ai, bi) implies that

∑
βi > 0 everywhere. By what we just proved before, for

each (ai, bi), there is a continuous function gi = f on Ai ⊂ (ai, bi), with µ((ai, bi)−
Ai) < 2−iε. Just like the continuity of

∑
βi, the sum g =

∑
αigi is also continuous.

By comparing g =
∑
αigi and f = f

∑
αi =

∑
αif , we find that g(x) 6= f(x)

implies αi(x)gi(x) 6= αi(x)f(x) for some i. This further implies x ∈ (ai, bi) and
gi(x) 6= f(x), and therefore x 6∈ Ai. We conclude that the places where g 6= f is
contained in ∪((ai, bi)−Ai), and µ(∪((ai, bi)−Ai)) ≤

∑
µ((ai, bi)−Ai) < ε.

The collection of functions αi is a partition of unity with respect to the (locally
finite) covering R = ∪∞i=1(ai, bi). The proof above is a typical example of using the
partition of unity to combine the constructions on the pieces in a covering to form
a global construction.

Note that it is possible to find smooth βi. Then the locally finite property
implies that the functions αi are also smooth.

Exercise 10.54. Use Propositions 10.5.1, 10.5.2, 10.5.3, and Exercise 10.51 to give another
proof of Lusin’s Theorem.

10.6 Additional Exercise
Darboux Theory of the Lebesgue Integral

Suppose f is a bounded function on a measure space (X,Σ, µ) with finite µ(X). Define∫
X

fdµ = sup
φ≤f

∑
ciµ(Xi),

∫
X

fdµ = inf
φ≥f

∑
ciµ(Xi)

where φ =
∑n
i=1 ciχXi are simple functions.

Exercise 10.55. Prove that

∫
X

fdµ = supP L(P, f), where L(P, f) is introduced in the proof

of Proposition 10.1.2.
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Exercise 10.56. Prove that f is integrable if and only if

∫
X

fdµ =

∫
X

fdµ.

Lebesgue Integral of Vector Valued Function: Bounded Case

Let (X,Σ, µ) be a measure space with µ(X) < +∞. Let F : X → Rn be a bounded map.

Exercise 10.57. Define the Lebesgue integral

∫
X

Fdµ in terms of the “Riemann sum”.

Exercise 10.58. Extend the integrability criterion in Proposition 10.1.2 to

∫
X

Fdµ.

Exercise 10.59. Prove that F is Lebesgue integrable if and only if all its coordinate functions

are Lebesgue integrable. Moreover, the coordinates of

∫
X

Fdµ are the Lebesgue integrals

of the coordinate functions.

Exercise 10.60. Extend the properties of the Lebesgue integration in Proposition 10.1.4 to
vector valued functions.

Exercise 10.61. Prove that the Lebesgue integrability of F implies the Lebesgue integra-

bility of ‖F‖, and

∥∥∥∥∫
X

Fdµ

∥∥∥∥ ≤ ∫
X

‖F‖dµ. This is the partial extension of the fourth

property in Proposition 10.1.4.

Exercise 10.62. Let L : Rn → Rm be a linear transform. Prove that if F is Lebesgue

integrable, then L ◦ F is also Lebesgue integrable, and

∫
X

L ◦ Fdµ = L ◦
∫
X

Fdµ.

Measurable Vector Valued Function

Let Σ be a σ-algebra on a set X. A map F : X → Rn is measurable if F−1(I) ∈ Σ for any
rectangle I = (a1, b1]× · · · × (an, bn].

Exercise 10.63. Show that the measurability can be defined in terms of other types of
rectangles. The rectangles can also be replaced by open, closed, compact, or Borel subsets
of Rn. See Definition 11.4.2 and the subsequent discussion.

Exercise 10.64. Prove that F is measurable if and only if all its coordinate functions are
measurable.

Exercise 10.65. For maps F : X → Rn and G : X → Rm, prove that (F,G) : X → Rm+n is
measurable if and only if F and G are measurable.

Exercise 10.66. If X = ∪Xi is a countable union and Xi ∈ Σ, prove that F is measurable
if and only if the restrictions F |Xi are measurable. The extension of the other properties
in Proposition 10.2.2 are also true (we can only talk about limFn in the third property),
by using open subsets in Exercise 10.63.
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Exercise 10.67. Suppose F is bounded and µ is a measure on (X,Σ) satisfying µ(X) < +∞.
Prove that F is Lebesgue integrable if and only if it is equal to a measurable map almost
everywhere.

Lebesgue Integral of Vector Valued Function: General Case

Let (X,Σ, µ) be a measure space. Let F : X → Rn be a measurable map.

Exercise 10.68. Define the Lebesgue integral

∫
X

Fdµ.

Exercise 10.69. Prove that F is Lebesgue integrable if and only if all its coordinate functions

are Lebesgue integrable. Moreover, the coordinates of

∫
X

Fdµ are the Lebesgue integrals

of the coordinate functions.

Exercise 10.70. Extend Exercises 10.60, 10.61, 10.62 to general vector valued functions.

Exercise 10.71. Prove that limtXi
∑
i

∥∥∥∥∫
Xi

Fdµ

∥∥∥∥ =

∫
X

‖F‖dµ, where the limit is with

respect to the refinements of measurable partitions.

Exercise 10.72. Formulate and prove the comparison test for the integrability of vector
valued functions.

Exercise 10.73. Formulate and prove the Dominated Convergence Theorem for vector val-
ued functions.
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11.1 Extension Theorem
The natural generalization of intervals to Euclidean spaces is the rectangles

I = 〈a1, b1〉 × 〈a2, b2〉 × · · · × 〈an, bn〉.

The high dimensional version of the Lebesgue measure should extend the volume

λ(I) = (b1 − a1)(b2 − a2) · · · (bn − an).

However, the old argument for the Lebesgue measure on R cannot be extended
because open subsets in Euclidean spaces are not necessarily disjoint unions of
open rectangles. Instead of using open subsets to define the outer measure, we need
to define the outer measure directly from the volume of rectangles.

Outer Measure Induced by Special Volume

Proposition 11.1.1. Suppose C is a collection of subsets in X and λ is a non-
negative extended valued function on C. Define

µ∗(A) = inf
{∑

λ(Ci) : A ⊂ ∪Ci, Ci ∈ C
}

in case A is contained in a countable union of subsets in C, and define µ∗(A) = +∞
otherwise. Then µ∗ is an outer measure.

We consider an empty union to be the empty set, and take the corresponding
“empty sum”

∑
λ(Ci) to be 0. Therefore λ(∅) = 0 is implicit in the definition.

Proof. The definition clearly satisfies the monotone property. The countable subad-
ditivity is also obviously satisfied when some Ai is not contained in some countable
union of subsets in C.

So we assume each Ai is contained in some countable union of subsets in C
and try to prove the subadditivity. The proof is essentially the same as the proof
of the subadditivity property in Proposition 9.2.2.

For any ε > 0 and i ∈ N, there is ∪jCij ⊃ Ai, Cij ∈ C, such that∑
j

λ(Cij) ≤ µ∗(Ai) +
ε

2i
.

By ∪Ai ⊂ ∪ijCij , we get

µ∗(∪Ai) ≤
∑
ij

λ(Cij) =
∑
i

∑
j

λ(Cij)

 ≤∑
i

µ∗(Ai) + ε.

Because ε is arbitrary, we conclude the countable subadditivity.

Example 11.1.1. Let C be the collection of single point subsets in X and λ{x} = 1 for any
x ∈ X. Then the outer measure in Proposition 11.1.1 is the counting (outer) measure in
Examples 9.3.2 and 9.3.5.
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Example 11.1.2. We fix a ∈ X and define λ{x} = 1 if x = a and λ{x} = 0 otherwise.
Then λ induces the outer measure that in turn gives the Dirac measure in Example 9.4.5.

Example 11.1.3. Let C be the collection of two element subsets of X and λ{x, y} = 1 for
any {x, y} ∈ C. Then λ induces the outer measure

µ∗(A) =


|A|
2
, if A contains even number of elements,

|A|+ 1

2
, if A contains odd number of elements,

+∞, if A is inifinite.

It is easy to see that the only measurable subsets are ∅ and X.

Example 11.1.4. Let C be the collection of single element subsets and two element subsets
of X. Let λ(C) = 2 if C contains single element, and λ(C) = 1 if C contains two elements.
Then λ induces the outer measure in Example 11.1.3, unless X contains only one element.
Note that λ(C) for single element subset does not affect the outer measure.

Example 11.1.5. Let C be the collection of all finite subsets of X. Let λ(C) = |C|2 be
the square of the number of elements in C. Then the induced outer measure µ∗(A) = |A|
counts the number of elements. Moreover, every subset of X is measurable, and the
measure is the counting measure. Note that if C contains more than one element, the
measure µ(C) is not λ(C).

Exercise 11.1. In the set up of Proposition 11.1.1, prove that if a subset A is contained in
a union of countably many subsets of finite outer measure, then A is contained in a union
of countably many Ci ∈ C with λ(Ci) < +∞.

Exercise 11.2. Suppose φ : X → X is an invertible map, such that C ∈ C ⇐⇒ φ(C) ∈ C,
and λ(φ(C)) = λ(C). Prove that the outer measure induced by λ satisfies µ∗(φ(A)) =
µ∗(A). By Exercise 9.31, the induced measure is also invariant under φ.

Exercise 11.3. Suppose λ is a non-negative extended valued function on a collection C of
subsets. Suppose µ∗ is the outer measure induced by λ and ν∗ is another outer measure.
Then ν∗ ≤ µ∗ if and only if ν∗(C) ≤ λ(C) for any C ∈ C.

Exercise 11.4. Suppose C is a pre-σ-algebra on X, and λ1, λ2 are pre-measures on C. Then
λ = λ1 + λ2 is also a pre-measures on C. Let µ∗1, µ∗2, µ∗ be outer measures induced by λ1,
λ2, λ. Let (X,Σ1, µ1), (X,Σ2, µ2), (X,Σ, µ) be the measure spaces induced by λ1, λ2, λ.

1. Prove that µ∗1 + µ∗2 = µ∗.

2. Prove that Σ1 ∩ Σ2 ⊂ Σ, and µ(A) = µ1(A) + µ2(A) for A ∈ Σ1 ∩ Σ2.

3. Prove that if µ1(X), µ2(X) < +∞, then Σ1 ∩ Σ2 = Σ.

Exercise 11.5. Prove that the usual length on any of the following collections induces the
Lebesgue outer measure on R.

1. Bounded open intervals.

2. Bounded closed intervals.
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3. Bounded intervals of the form [a, b).

4. Bounded intervals.

5. Open intervals of length < 1.

Exercise 11.6. Let f(x) be a non-negative function on [0,+∞). Let C = {[a, b) : a ≤ b} and
λ[a, b) = f(b− a).

1. Prove that if f(x) ≥ x, f(0) = 0, f ′+(0) = 1, then C and λ induce the Lebesgue
outer measure.

2. Prove that if f(x) ≥ c for a constant c and all x > 0, then the only subsets measurable
with respect to the outer measure induced by C and λ are ∅ and R.

Extension of Special Volume to Measure

Example 11.1.3 shows that, in Proposition 11.1.1, the subsets in C may not be
measurable with respect to the induced outer measure. In order for the subsets in C
to be measurable, and the measure to be λ, we need (X, C, λ) to have some aspects
of a measure space.

Definition 11.1.2. A collection C of subsets is a pre-σ-algebra if C,C ′ ∈ C implies
C ∩ C ′ and C − C ′ are countable disjoint unions of subsets in C. A non-negative
extended valued function λ on C is a pre-measure if Ci,tCi ∈ C implies λ(tCi) =∑
λ(Ci).

The terminology “pre-σ-algebra” is not widely accepted, and “pre-measure”
may have slightly different meaning in other literatures.

Proposition 11.1.3. Suppose C is a pre-σ-algebra. Then the collection D of count-
able disjoint unions of subsets in C has the following properties.

1. If D,D′ ∈ D, then D ∩D′ ∈ D.

2. If D ∈ D and C1, . . . , Cn ∈ C, then D − C1 − · · · − Cn ∈ D.

3. If countably many disjoint Di ∈ D, then tDi ∈ D.

4. If countably many Ci ∈ C, then ∪Ci ∈ D.

Proof. We prove the third statement first. We have Di = tjCij , Cij ∈ C. Since Di

are disjoint, we know all Cij are also disjoint. Then we have tDi = tijCij ∈ D.
For D,D′ ∈ D, we have D = tiCi, D′ = tjC ′j , Ci, C ′j ∈ C. Since C is a

pre-σ-algebra, we have Ci ∩C ′j ∈ D. Then by the third statement, we get D∩D′ =
tij(Ci ∩ C ′j) ∈ D. This proves the first statement.

For D ∈ D, we have D = tiCi, Ci ∈ C. For C ∈ C, since C is a pre-σ-algebra,
we have Ci−C ∈ D. Then by the third statement, we get D−C = ti(Ci−C) ∈ D.
Now for C1, . . . , Cn ∈ C, by repeatedly using what we just proved, we get

D − C1 ∈ D, D − C1 − C2 ∈ D, . . . , D − C1 − · · · − Cn ∈ D.
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This proves the second statement.
Suppose Ci ∈ C. Then ∪iCi = tiD′i, with D′i = Ci − C1 − · · · − Ci−1.

We have D′i ∈ D by the second statement. Then by the third statement, we get
∪iCi = tiD′i ∈ D. This proves the fourth statement.

We may extend the pre-measure to countable disjoint unions of subsets in C
by

λ(D) =
∑

λ(Ci), D = tiCi ∈ D, Ci ∈ C.

To show that the extension is well defined, we also consider D = tjC ′j , C ′j ∈ C.
Since C is a pre-σ-algebra, we have

Ci ∩ C ′j = tkCijk, Cijk ∈ C.

Then
Ci = tj(Ci ∩ C ′j) = tjkCijk, C ′j = ti(Ci ∩ C ′j) = tikCijk.

By the countable additivity of λ on C, we have∑
i

λ(Ci) =
∑
i

∑
jk

λ(Cijk) =
∑
j

∑
ik

λ(Cijk) =
∑
j

λ(C ′j).

This proves that the extension of λ to D is well defined.

Proposition 11.1.4. Suppose C is a pre-σ-algebra and λ is a pre-measure on C.
Then the extension of λ to the collection D of countable disjoint unions of subsets
in C has the following properties.

1. λ(tDi) =
∑
λ(Di).

2. D ⊂ D′ implies λ(D) ≤ λ(D′).

3. The outer measure induced by λ is µ∗(A) = inf{λ(D) : A ⊂ D, D ∈ D}.

Proof. In the first statement, let Di = tjCij , Cij ∈ C. Then tiDi = tijCij , and

λ(tiDi) =
∑
ij

λ(Cij) =
∑
i

∑
j

λ(Cij) =
∑
i

λ(Di).

In the second statement, let D = tiCi ⊂ D′, Ci ∈ C, D′ ∈ D. Then any finite
partial union Dn = C1 t · · · t Cn ⊂ D′. By the second statement of Proposition
11.1.3, we have D′ −Dn ∈ D. Then by the first statement, we get

λ(D′) = λ(Dn t (D′−Dn)) = λ(Dn) +λ(D′−Dn) ≥ λ(Dn) = λ(C1) + · · ·+λ(Cn).

Since n is arbitrary, we get

λ(D′) ≥
∑
i

λ(Ci) = λ(D).
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In the third statement, we note that A ⊂ D = tiCi, Ci ∈ C, is a special case of
the definition of the induced outer measure µ∗(A). Therefore µ∗(A) ≤

∑
i λ(Ci) =

λ(D). On the other hand, for any ε > 0, there is A ⊂ D = ∪iCi, Ci ∈ C, such that

µ∗(A) + ε >
∑
i

λ(Ci).

We have D = tD′i, D′i = Ci − C1 − · · · − Ci−1 ∈ D. By D′i ⊂ Ci and the second
statement, we have λ(D′i) ≤ λ(Ci). Then by the first statement, we have

µ∗(A) + ε >
∑
i

λ(Ci) ≥
∑
i

λ(D′i) = λ(D).

This completes the proof of the third statement.

With the help of the extended λ on D, we can establish the Extension Theo-
rem. Exercise 11.8 gives an easier finite version of the theorem.

Theorem 11.1.5 (Extension Theorem). Suppose C is a pre-σ-algebra and λ is a pre-
measure on C. Then any subset C ∈ C is measurable with respect to the outer
measure induced by λ, and µ(C) = λ(C).

Proof. To prove that C ∈ C is measurable, it is sufficient to prove (9.3.2). By the
third statement of Proposition 11.1.4, for any Y and ε > 0, we have Y ⊂ D, D ∈ D,
satisfying

µ∗(Y ) + ε > λ(D).

By Proposition 11.1.3, we have Y ∩C ⊂ D∩C ∈ D and Y −C ⊂ D−C ∈ D. Then
by Proposition 11.1.4, we have

λ(D) = λ(D ∩ C) + λ(D − C) ≥ µ∗(Y ∩ C) + µ∗(Y − C).

Combining the inequalities together, we get

µ∗(Y ) + ε > µ∗(Y ∩ C) + µ∗(Y − C).

Since ε is arbitrary, we get (9.3.2).
For the equality µ(C) = λ(C), we note that λ(C) ≥ µ∗(C) always holds by

taking ∪Ci in Proposition 11.1.1 to be C. It remains to prove λ(C) ≤ µ∗(C). By
the third statement in Proposition 11.1.4, this means

C ⊂ D, D ∈ D =⇒ λ(C) ≤ λ(D).

Of course this is a consequence of the second statement of Proposition 11.1.4.

Example 11.1.6. We established the Lebesgue measure as an extension of the usual length
of intervals. The collection C of all intervals is a pre-σ-algebra. If we can show that the
usual length is a pre-measure, then the Extension Theorem gives the Lebesgue measure
theory.
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The key is that the usual length is countably additive. Suppose 〈a, b〉 = t〈ci, di〉.
Proposition 9.1.1 already implies that λ〈a, b〉 is no smaller than any partial sum of

∑
λ〈ci, di〉.

Therefore we have
λ〈a, b〉 ≥

∑
λ〈ci, di〉.

Conversely, for any ε > 0, choose εi > 0 satisfying
∑
εi = ε. Then

[a+ ε, b− ε] ⊂ 〈a, b〉 = t〈ci, di〉 ⊂ ∪(ci − εi, di + εi).

By Heine-Borel theorem (Theorem 1.5.6), we have

[a+ ε, b− ε] ⊂ (ci1 − εi1 , di1 + εi1) ∪ · · · ∪ (cik − εik , dik + εik )

for finitely many intervals among (ci − εi, di + εi). Then Proposition 9.1.1 tells us

λ〈a, b〉 − 2ε = λ[a+ ε, b− ε]

≤
k∑
j=1

λ(cij − εij , dij + εij ) =

k∑
j=1

(
λ〈cij , dij 〉+ 2εij

)
≤
∑

λ〈ci, di〉+ 2
∑

εi =
∑

λ〈ci, di〉+ 2ε.

Since this holds for any ε > 0, we get

λ〈a, b〉 ≤
∑

λ〈ci, di〉.

Exercise 11.7. Suppose C is a collection of subsets of X, such that for any C,C′ ∈ C,
the intersection C ∩ C′ and the subtraction C − C′ are finite disjoint unions of subsets
in C. Let D be finite disjoint unions of subsets in C. Prove that D,D′ ∈ D implies
D ∩D′, D ∪D′, D−D′ ∈ D. Moreover, finite unions and intersections of subsets in C also
belong to D.

Exercise 11.8 (Carathéodory’s Extension Theorem). Suppose C is a collection of subsets of
X, such that for any C,C′ ∈ C, the intersection C ∩ C′ and the subtraction C − C′ are
finite disjoint unions of subsets in C. Suppose λ is a non-negative extended valued function
on C satisfying the following conditions.

1. Additive on C: If finitely many Ci ∈ C are disjoint and C1 tC2 t · · · tCn ∈ C, then
λ(C1 t C2 t · · · t Cn) = λ(C1) + λ(C2) + · · ·+ λ(Cn).

2. Countably subadditive on C: If C ∈ C and countably many Ci ∈ C are disjoint, such
that C ⊂ tCi, then λ(C) ≤

∑
λ(Ci).

Prove that λ is countably additive on C, and is therefore a pre-measure. In particular, the
Extension Theorem (Theorem 11.1.5) can be applied to extend λ to a measure.

Characterization of Measurable Subsets

In the Extension Theorem (Theorem 11.1.5), we know the subsets in the original
collection C are measurable. The following characterizes all measurable subsets.

Proposition 11.1.6. Suppose C is a pre-σ-algebra and λ is a pre-measure on C.
Then a subset A with µ∗(A) < +∞ is measurable if and only if there is a subset
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B = ∩i(∪jCij), where the union and the intersection are countable and Cij ∈ C,
such that

µ(Cij) < +∞, A ⊂ B, µ∗(B −A) = 0.

Moreover, it is possible to choose Cij to be disjoint for the same i and distinct j,
and tjCij to be decreasing in i.

The conclusion remains true when A is “σ-finite”. See Exercise 11.10.

Proof. For the sufficiency part, we note that µ∗(B−A) = 0 implies the measurability
of B −A. Since B is measurable by Theorem 11.1.5, we know A = B − (B −A) is
measurable.

For the necessary part, we assume A is measurable, with µ(A) < +∞. By
the third statement of Proposition 11.1.4, for any ε > 0, we have A ⊂ D, D ∈ D,
satisfying µ(A) + ε > λ(D). By Theorem 11.1.5, the subsets in C are measurable,
and therefore the countable disjoint union D of subsets in C is also measurable. We
have µ(D) = λ(D) by µ = λ on C and the countable additivity of µ and λ on D (see
the first statement of Proposition 11.1.4). Then we get µ(D−A) = µ(D)−µ(A) =
λ(D)− µ(A) < ε.

Choose a sequence εi → 0, we get the corresponding Di satisfying µ(Di −
A) < εi. By the first statement of Proposition 11.1.3, we may even replace Di by
D1 ∩ · · · ∩ Di, so that Di is decreasing. Then B = ∩iDi is of the form described
in the proposition (even with Cij disjoint for the same i and distinct j). Moreover,
we have A ⊂ B and µ(B − A) ≤ µ(Di − A) < εi. Since the inequality holds for all
i, we get µ(B −A) = 0. This completes the proof of the necessity part.

Exercise 11.9. Prove that in Proposition 11.1.1, for any subset A, there is a subset B =
∩i(∪jCij), where the union and the intersection are countable and Cij ∈ C, such that

A ⊂ B, µ∗(A) = µ∗(B).

Exercise 11.10. Suppose C is a pre-σ-algebra and λ is a pre-measure on C. Suppose a subset
A is contained in a countable union of subsets with finite outer measure.

1. Prove that A is contained in a countable union of subsets in C with finite λ.

2. Prove that the conclusion of Proposition 11.1.6 still holds for A.

Exercise 11.11. Suppose C is a pre-σ-algebra and λ is a pre-measure on C. Prove that a
subset A with µ∗(A) < +∞ is measurable if and only if for any ε > 0, there is a finite
union B = C1 ∪ · · · ∪ Cn, Ci ∈ C, such that µ∗((A−B) ∪ (B −A)) < ε.

Exercise 11.12. Suppose C is a pre-σ-algebra and λ is a pre-measure on C. Suppose X is a
union of countably many subsets in C with finite λ. Prove that a subset A is measurable
if and only if there is a subset B = ∪i(∩jCij), where the union and the intersection are
countable and Cij ∈ C, such that

A ⊃ B, µ∗(A−B) = 0.
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Exercise 11.13. Suppose C is a pre-σ-algebra and λ is a pre-measure on C. Suppose the
induced measure space (X,Σ, µ) is σ-finite. Suppose f is a measurable function, such that∫
C

fdµ = 0 for any C ∈ C. Prove that f = 0 almost everywhere. This extends Exercises

10.15 and 10.30.

Exercise 11.14. Suppose C is a pre-σ-algebra and λ is a pre-measure on C. Suppose f is
an integrable function on the induced measure space (X,Σ, µ). Prove that for any ε > 0,
there are finitely many disjoint C1, . . . , Cn ∈ C, such that

n∑
i=1

∣∣∣∣∫
Ci

fdµ

∣∣∣∣+ ε >

∫
X

|f |dµ.

This implies

sup
disjoint C1,...,Cn∈C

n∑
i=1

∣∣∣∣∫
Ci

fdµ

∣∣∣∣ =

∫
X

|f |dµ.

Exercise 11.15. Suppose C is a pre-σ-algebra and λ is a pre-measure on C. Suppose F is
a integrable vector valued function (see Exercises 10.57 through 10.73) on the induced
measure space (X,Σ, µ). Prove that

sup
disjoint C1,...,Cn∈C

n∑
i=1

∥∥∥∥∫
Ci

Fdµ

∥∥∥∥ =

∫
X

‖F‖dµ.

This is a more precise result than Exercise 10.71.

Exercise 11.16. Suppose f is a Lebesgue integrable function on [a, b]. Prove that

sup
partitions of [a,b]

n∑
i=1

∣∣∣∣∣
∫ xi

xi−1

f(x)dx

∣∣∣∣∣ =

∫ b

a

|f(x)|dx.

Moreover, extend the result to vector valued functions.

11.2 Lebesgue-Stieltjes Measure
If ν is a measure on the Borel σ-algebra on R, then α(x) = ν(−∞, x) is an increas-
ing function. Strictly speaking, we need to worry about the infinity value, which
happens even when ν is the usual Lebesgue measure. Therefore we assume ν has
finite value on any bounded interval and introduce

αν(x) =

{
ν[0, x), if x > 0,

−ν[x, 0), if x ≤ 0.
(11.2.1)

Then αν is an increasing function satisfying ν[a, b) = αν(b)− αν(a).
Conversely, for an increasing function α, we may introduce the α-length

λα[a, b) = α(b) − α(a) for the interval [a, b). Then we may use the Extension
Theorem (Theorem 11.1.5) to produce a measure µα.

So we expect a correspondence between measure on the Borel σ-algebra and
increasing function. For the correspondence to become exact (say, one-to-one),
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however, some conditions are needed. For example, the function αν must be left
continuous because for any strictly increasing sequence bn → b, by the monotone
limit property in Proposition 9.4.4, we have

αν(b) = ν[0, b) = ν(∪[0, bn)) = lim
n→∞

ν[0, bn) = lim
n→∞

αν(bn).

Lebesgue-Stieltjes Measure Induced by Increasing Function

Let α be an increasing function on R taking no extended value. We wish to apply
the Extension Theorem (Theorem 11.1.5) to extend λα〈a, b〉 = α(b) − α(a) to a
measure µα.

Let εn be a decreasing sequence converging to 0. By the monotone limit
property in Proposition 9.4.4, the formula λα〈a, b〉 = α(b)− α(a) will imply

λα(a, b) = µα(a, b) = µα(∪n〈a+ εn, b− εn〉)
= lim
n→∞

µα〈a+ εn, b− εn〉 = lim
n→∞

λα〈a+ εn, b− εn〉

= lim
n→∞

(α(b− εn)− α(a+ εn)) = α(b−)− α(a+).

Therefore the formula λα〈a, b〉 = α(b) − α(a) is rather problematic, and should be
replaced by

λα(a, b) = α(b−)− α(a+), λα[a, b] = α(b+)− α(a−),

λα(a, b] = α(b+)− α(a+), λα[a, b) = α(b−)− α(a−).

Exercise 11.17. Justify λα[a, b] = α(b+)− α(a−).

Exercise 11.18. Use λα(a, b) = α(b−)−α(a+) and Exercise 2.35 to justify λα(a, b] = α(b+)−
α(a+).

To simplify the notation, we denote

〈a+, b−〉 = (a, b), 〈a−, b+〉 = [a, b], 〈a+, b+〉 = (a, b], 〈a−, b−〉 = [a, b).

For example, a disjoint union such as (a, b] = (a, c) t [c, b] can be written as
〈a+, b+〉 = 〈a+, c−〉 t 〈c−, b+〉, with the same symbol c− for both intervals.

From now on, we will insists that the ends a, b in the notation 〈a, b〉 are always
be decorated with ±. Then the four equalities defining the α-length become

λα〈a, b〉 = α(b)− α(a),

where we emphasize that a and b are decorated with ±.
We remark that λα depends only on the left limit functions α(x−) and the

right limit function α(x+) (in fact the two half limit functions determine each other
by Exercises 2.35 and 2.36), and is independent of the choice of value α(x) ∈
[α(x−), α(x+)] at discontinuous points. Moreover, the α-length of a single point is
λα{a} = λα〈a−, a+〉 = α(a+)− α(a−).
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Next we apply the Extension Theorem to λα. The collection of all intervals is
a pre-σ-algebra. It remains to verify the countable additivity, which says that

〈a, b〉 = t〈ci, di〉 =⇒ λα〈a, b〉 =
∑

λα〈ci, di〉.

Like the proof of Proposition 9.1.1, the includsion 〈c1, d1〉 t · · · t 〈cn, dn〉 ⊂ 〈a, b〉
implies that, by rearranging the order of intervals 〈ci, di〉, we may assume

a ≤ c1 ≤ d1 ≤ c2 ≤ d2 ≤ · · · ≤ cn ≤ dn ≤ b.

Here some ≤ might be c− ≤ c+, for which we have α(c−) ≤ α(c+). Then by α
increasing (this is valid even with ± decorations), we get

n∑
i=1

λα〈ci, di〉 =

n∑
i=1

(α(di)− α(ci)) = α(dn)−
n∑
i=2

(α(ci)− α(di−1))− α(c1)

≤ α(dn)− α(c1) ≤ α(b)− α(a) = λα〈a, b〉.

Since n is arbitrary, we get
∑
λα〈ci, di〉 ≤ λα〈a, b〉.

The converse
∑
λα〈ci, di〉 ≥ λα〈a, b〉 may be proved similar to the proof of

Proposition 9.1.4. By Exercise 2.35, α(x−) is left continuous and α(x+) is right
continuous. For any ε > 0, therefore, we can find δ > 0, such that

α((a+ δ)−) < α(a−) + ε, α((b− δ)+) > α(b+)− ε.

Then we try to approximate 〈a, b〉 by closed interval [a′, b′] from inside

〈a, b〉 ⊃ [a′, b′] =


[a, b], if 〈a, b〉 = 〈a−, b+〉 = [a, b],

[a+ δ, b], if 〈a, b〉 = 〈a+, b+〉 = (a, b],

[a, b− δ], if 〈a, b〉 = 〈a−, b−〉 = [a, b),

[a+ δ, b− δ], if 〈a, b〉 = 〈a+, b−〉 = (a, b).

In all four cases, we always have

λα[a′, b′] = α(b′+)− α(a′−) > λα〈a, b〉 − 2ε.

Similarly, we choose εi > 0 satisfying
∑
εi = ε, and then find δi > 0, such that

α((ci − δi)+) > α(c+i )− εi, α((di + δi)
−) < α(d−i ) + εi.

Then we try to approximate 〈ci, di〉 by open intervals (c′i, d
′
i) from outside

〈ci, di〉 ⊂ (c′i, d
′
i) =


(ci, di), if 〈ci, di〉 = 〈c+i , d

−
i 〉 = (ci, di),

(ci − δi, di), if 〈ci, di〉 = 〈c−i , d
−
i 〉 = [ci, di),

(ci, di + δi), if 〈ci, di〉 = 〈c+i , d
+
i 〉 = (ci, di],

(ci − δi, di + δi), if 〈ci, di〉 = 〈c−i , d
+
i 〉 = [ci, di],

We always have

λα(c′i, d
′
i) = α(d′−i )− α(c′+i ) < λα〈ci, di〉+ 2εi.
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Applying Heine-Borel theorem (Theorem 1.5.6) to

[a′, b′] ⊂ 〈a, b〉 = t〈ci, di〉 ⊂ ∪(c′i, d
′
i),

we have
[a′, b′] ⊂ (c′i1 , d

′
i1) ∪ · · · ∪ (c′ik , d

′
ik

)

for finitely many intervals among (c′i, d
′
i). By rearranging the intervals if necessary,

we may further assume that this implies

a′ > c′i1 , d
′
i1 > c′i2 , d

′
i2 > c′i3 , . . . , d

′
ik−1

> c′ik , d
′
ik
> b′.

Then we get

λα〈a, b〉 − 2ε < α(b′+)− α(a′−)

≤ α(d′−ik )− α(c′+ik ) + α(d′−ik−1
)− α(c′+ik−1

) + · · ·+ α(d′−i1 )− α(c′+i1 )

≤
k∑
j=1

(
λα〈cij , dij 〉+ 2εj

)
≤
∞∑
i=1

λα〈ci, di〉+ 2ε.

Since ε > 0 is arbitrary, we get λα〈a, b〉 ≤
∑
λα〈ci, di〉.

We verified the condition that λα is a pre-measure. By the Extension Theorem,
therefore, λα can be extended to a measure µα on a σ-algebra Σα that contains all
intervals. We call µα the Lebesgue-Stieltjes measure induced by α. The σ-algebra
Σα contains all Borel sets, and may be different for different α.

Exercise 11.19. Prove that the α-length on any of the following collections induces the
Lebesgue-Stieltjes outer measure on R.

1. Bounded open intervals.

2. Bounded closed intervals.

3. Bounded intervals of the form [a, b).

4. Bounded intervals.

5. Open intervals of length < 1.

This extends Exercise 11.5.

Exercise 11.20. Suppose α, β are increasing functions. Prove that a subset is Lebesgue-
Stieltjes measurable with respect to α+β if and only if it is Lebesgue-Stieltjes measurable
with respect to α and β, and µα+β(A) = µα(A) + µβ(A).

Lebesgue-Stieltjes Measurability

Proposition 11.2.1. The following are equivalent to the Lebesgue-Stieltjes measur-
ability of a subset A with respect to an increasing function α.

1. For any ε > 0, there is an open subset U and a closed subset C, such that
C ⊂ A ⊂ U and µα(U − C) < ε.
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2. There is a countable intersection D of open subsets (called Gδ-set) and a
countable union S of closed subsets (called Fσ-set), such that S ⊂ A ⊂ D,
and µα(D − S) = 0.

Moreover, in case µ∗α(A) is finite, we may take C in the first statement to be com-
pact.

Proof. Suppose A is Lebesgue-Stieltjes measurable. For any ε > 0, there is a count-
able union U = ∪i〈ci, di〉 (ci, di are decorated with ±) of intervals, such that

A ⊂ U,
∑
i

λα〈ci, di〉 < µ∗α(A) + ε = µα(A) + ε.

As argued earlier, we can enlarge 〈ci, di〉 to an open interval (c′i, d
′
i) (c′i, d

′
i are not

decorated), such that the increase from λα〈ci, di〉 to λα(c′i, d
′
i) = µα(c′i, d

′
i) is as tiny

as we want. Therefore we can still have

A ⊂ U = ∪(c′i, d
′
i),

∑
i

µα(c′i, d
′
i) < µα(A) + ε.

Then U is open and

µα(A) ≤ µα(U) ≤
∑
i

µα(c′i, d
′
i) < µα(A) + ε.

If µα(A) is finite, then we get µα(U − A) = µα(U) − µα(A) < ε. This shows
that any Lebesgue-Stieltjes measurable subset of finite measure is approximated by
an open subset from outside. In general, we have A = ∪∞j=1Aj , Aj = A∩ [−j, j], and

we have open Uj ⊃ Aj satisfying µα(Uj−Aj) <
ε

2j
. Then we get open U = ∪Uj ⊃ A

satisfying U −A = ∪(Uj −A) ⊂ ∪(Uj −Aj) and

µα(U −A) ≤
∑

µα(Uj −Aj) <
∑ ε

2j
= ε.

So any Lebesgue-Stieltjes measurable subset is approximated by an open sub-
set from outside. By taking the complement, any Lebesgue-Stieltjes measurable
subset is also approximated by a closed subset from inside. Specifically, the com-
plement R−A is also measurable. So for any ε > 0, there is open V ⊃ R−A, such
that µα(V − (R − A)) < ε. Then C = R − V is a closed subset contained in A.
Moreover, we have V − (R−A) = A− C, so that µα(A− C) < ε.

Combining the outer and inner approximations, we get C ⊂ A ⊂ U satisfying
µα(U −A) ≤ µα(U −A) +µα(A−C) < 2ε. This proves that the Lebesgue-Stieltjes
measurability implies the first statement.

In case µα(A) < +∞, by the monotone limit property in Proposition 9.4.4, we
have limr→+∞ µα(A−C∩[−r, r]) = µα(A−C) < ε. Therefore µα(A−C∩[−r, r]) < ε
for sufficiently big r. By replacing C with C∩ [−r, r], we may assume that the inner
approximation C is compact.

Now we assume the first statement. Then we have open Uj and closed Cj ,
such that

Cj ⊂ A ⊂ Uj , limµ(Uj − Cj) = 0.
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The intersection D = ∩Uj is a δ-set, and the union S = ∪Cj is a σ-set. Moreover,
we have S ⊂ A ⊂ D and by D − S ⊂ Uj − Cj , so that

µα(D − S) ≤ µα(Uj − Cj).

Then limµα(Uj−Cj) = 0 implies µα(D−S) = 0. This proves the second statement.
Finally, assume the second statement. Then A− S ⊂ D − S, µα(D − S) = 0,

and the completeness of µα implies that A − S is measurable. Since we already
know that the σ-set S is measurable, we conclude that A = S∪(A−S) is Lebesgue-
Stieltjes measurable.

Regular Measure on R
The following result fulfills the early promise of one-to-one correspondence between
measures on R and increasing functions on R, under suitable conditions.

Theorem 11.2.2. There is a one-to-one correspondence between the following.

1. Equivalent classes of increasing functions α on R. Two increasing functions
α and β are equivalent if there is a constant C, such that α(x) = β(x) + C
whenever both α and β are continuous at x.

2. Measures ν on the Borel σ-algebra on R, such that ν(I) < +∞ for any bounded
interval I, and for any Borel set A and ε > 0, there is an open subset U ⊃ A
satisfying ν(U −A) < ε.

The assumption ν(I) < +∞ for any bounded interval I allows us to take the
complement approximation, and implies that the measure ν of any Borel subset
can also be approximated by closed subsets from inside. The measures that can be
approximated by open subsets from outside as well as by closed subsets from inside
are called regular.

Proof. For α in the first class, by Proposition 11.2.1, the Lebesgue-Stieltjes measure
µα is in the second class. We need to show that α 7→ µα is well defined. By Exercise
2.38, the discontinuity points of an increasing function must be countable. Therefore
α(x) = β(x) +C for all but countably many x. Then any x is the limit of a strictly
decreasing sequence xn satisfying α(xn) = β(xn) + C. Taking the limit of the
equality, we get α(x+) = β(x+) + C. Similar argument gives α(x−) = β(x−) + C.
Therefore the α-length and the β-length are the same, and they extend to the same
Lebesgue-Stieltjes measure.

The correspondence from the second class to the first is given by ν 7→ αν
defined in (11.2.1). We need to show that the two correspondences are inverse to
each other.

So for an increasing α, we apply (11.2.1) to the Lebesgue-Stieltjes measure µα
to get

β(x) =

{
µα[0, x), if x > 0

−µα[x, 0), if x ≤ 0
= α(x−)− α(0−).
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Let C = −α(0−). Then β(x) = α(x) + C whenever α is left continuous at x.
Therefore α and β are equivalent.

On the other hand, for any measure ν satisfying the condition of the propo-
sition, we introduce α = αν by (11.2.1). Then α is left continuous and satisfies
ν[a, b) = α(b) − α(a) = α(b−) − α(a−) = µα[a, b). Since any open interval is the
union of an increasing sequence of intervals of the form [a, b), by the monotone
limit property in Proposition 9.4.4, we get ν(a, b) = µα(a, b). Then the countable
additivity implies that ν(U) = µα(U) for any open subset U . Now for any Borel
set A contained in a bounded interval, the condition on A and the application of
Proposition 11.2.1 to µα imply that, for any ε > 0, there are open U1, U2 ⊃ A, such
that

ν(U1 −A) < ε, µα(U2 −A) < ε.

The intersection U = U1 ∩ U2 ⊃ A is still open, and satisfies

0 ≤ ν(U)− ν(A) = ν(U −A) ≤ ν(U1 −A) < ε,

0 ≤ µα(U)− µα(A) = µα(U −A) ≤ µα(U2 −A) < ε.

By ν(U) = µα(U), this implies |ν(A)− µα(A)| < ε. Since this is true for any ε, we
conclude that ν(A) = µα(A) for any Borel set contained in a bounded interval. For
general Borel set A, we then have

ν(A) = lim
r→+∞

ν(A ∩ [−r, r]) = lim
r→+∞

µα(A ∩ [−r, r]) = µα(A).

This completes the proof that the correspondences are inverse to each other.

Exercise 11.21. Prove the following are equivalent for increasing functions α and β.

1. If α and β are continuous at x, then α(x) = β(x).

2. α(x+) = β(x+).

3. α(x−) = β(x−).

4. β(x−) ≤ α(x) ≤ β(x+).

Exercise 11.22. Prove that, up to adding constants, each class of increasing functions in
Theorem 11.2.2 contains a unique left continuous function.

11.3 Product Measure
Let (X,ΣX , µ) and (Y,ΣY , ν) be measure spaces. A measurable rectangle is a subset
A×B of X × Y with A ∈ ΣX and B ∈ ΣY . Define the measure of the measurable
rectangle to be

µ× ν(A×B) = µ(A)ν(B).

The formula also means that, if µ(A) = 0, then µ×ν(A×B) = 0 no matter whether
ν(B) is finite or +∞. In case ν(B) = 0, we also take µ× ν(A×B) = 0.

By Proposition 11.1.1, this gives an outer measure for subsets E ⊂ X × Y

(µ× ν)∗(E) = inf
{∑

µ(Ai)ν(Bi) : E ⊂ ∪Ai ×Bi, Ai ∈ ΣX , Bi ∈ ΣY

}
.
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Definition 11.3.1. Given measure spaces (X,ΣX , µ) and (Y,ΣY , ν), the complete
product measure (X×Y,ΣX × ΣY , µ× ν) is the measure space induced by the outer
measure (µ× ν)∗.

Proposition 11.3.2. Measurable rectangles are measurable in the complete product
measure space, and the complete product measure extends the measure of measurable
rectangles.

Proof. We simply need to verify the conditions of the Extension Theorem (Theorem
11.1.5). For measurable triangles A×B and A′ ×B′, we have

A×B ∩A′ ×B′ = (A ∩A′)× (B ∩B′),
A×B −A′ ×B′ = A× (B −B′) t (A−A′)× (B ∩B′).

This shows that the collection of measurable triangles is a pre-σ-algebra.
Next we verify the countable additivity. For a countable disjoint union A×B =

tAi ×Bi, Ai ∈ ΣX , Bi ∈ ΣY , we have

χA(x)χB(y) =
∑

χAi(x)χBi(y).

For fixed y, the right side is a non-negative series of measurable functions on X.
By the Monotone Convergence Theorem (Theorem 10.4.2), we have

µ(A)χB(y) =

∫
X

χA(x)χB(y)dµ =

∫
X

∑
χAi(x)χBi(y)dµ

=
∑∫

X

χAi(x)χBi(y)dµ =
∑

µ(Ai)χBi(y).

The right side is again a non-negative series of measurable functions on X, and
applying the Monotone Convergence Theorem again gives

µ(A)ν(B) =

∫
Y

µ(A)χB(y)dν =
∑∫

Y

µ(Ai)χBi(y)dν =
∑

µ(Ai)ν(Bi).

This verifies the countable additivity.

Fubini Theorem

Proposition 11.3.3. Suppose E ∈ ΣX × ΣY satisfies µ× ν(E) < +∞. Then for
almost all x ∈ X, the section of E at x ∈ X

Ex = {y ∈ Y : (x, y) ∈ E}

is almost the same as a measurable subset in Y , and ν(Ex) < +∞. Moreover,
ν(Ex) is equal to a measurable function on X almost everywhere, and

µ× ν(E) =

∫
X

ν(Ex)dµ. (11.3.1)
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Strictly speaking, ν(Ex) may not be defined because Ex may not be mea-
surable. However, if Ex is almost equal to a measurable subset B ∈ ΣY , then
Propositions 9.4.6 and 9.4.8 shows that ν(B) is independent of the choice of B, and
can be defined as ν(Ex).

Proof. First, we consider countable disjoint union of measurable rectangles

E = tAj ×Bj , Aj ∈ ΣX , Bj ∈ ΣY ,
∑

µ(Aj)ν(Bj) < +∞. (11.3.2)

For any fixed x ∈ X, the section Ex = tx∈AjBj is always measurable, and

ν(Ex) =
∑
x∈Aj

ν(Bj) =
∑

χAj (x)ν(Bj).

Therefore ν(Ex) is a measurable function on X, and by the Monotone Convergence
Theorem (Theorem 10.4.2), we have∫

X

ν(Ex)dµ =
∑∫

X

χAj (x)ν(Bj)dµ =
∑

µ(Aj)ν(Bj)

=
∑

µ× ν(Aj ×Bj) = µ× ν(E).

Moreover, µ× ν(E) < +∞ implies that ν(Ex) < +∞ for almost all x.
Second, we consider countable intersection of the first case

E = ∩Ei, each Ei is of the form (11.3.2). (11.3.3)

By the first statement in Proposition 11.1.3, E1∩ . . . , Ei is also of the form (11.3.2).
Therefore we may further assume that Ei ⊃ Ei+1. From the first case, we know
(Ei)x is always measurable and has finite measure for almost all x. Therefore
Ex = ∩(Ei)x is always measurable and has finite measure for almost all x. Then by
Ei ⊃ Ei+1 implying (Ei)x ⊃ (Ei+1)x, we may apply the monotone limit property
in Proposition 9.4.4 to the decreasing intersection Ex = ∩(Ei)x and get

ν(Ex) = lim ν((Ei)x) for almost all x.

From the first case, we know each ν((Ei)x) is a measurable function on X. There-
fore the (almost) limit function ν(Ex) is equal to a measurable function almost
everywhere, and we may apply the Monotone Convergence Theorem to get∫

X

ν(Ex)dµ = lim

∫
X

ν((Ei)x)dµ = limµ× ν(Ei),

where the second equality has been proved for Ei of the form (11.3.2). Then we
may apply the monotone limit property in Proposition 9.4.4 again to the decreasing
intersection E = ∩Ei and get

µ× ν(E) = limµ× ν(Ei).

This proves the equality (11.3.1) for E = ∩Ei.
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Finally, we consider general E ∈ ΣX × ΣY satisfying µ× ν(E) < +∞. By
Proposition 11.1.6, we have E = G − H for a subset G of the form (11.3.3), and
another subset H satisfying µ× ν(H) = 0. Moreover, if we apply Proposition 11.1.6
to H, then we get H ⊂ F for a subset F of the form (11.3.3) satisfying µ× ν(F ) = 0.

From the second case, we know that the sections Gx and Fx are always mea-
surable, and the equality (11.3.1) holds for G and H. Note that the equality (11.3.1)
for H means ∫

X

ν(Fx)dµ = µ× ν(F ) = 0.

This implies ν(Fx) = 0 for almost all x. Then

Ex = Gx −Hx, Hx ⊂ Fx

implies that, for almost all x, Ex is almost the same as the measurable subset Gx.
Therefore we find that ν(Ex) = ν(Gx) for almost all x. Since G is of the form
(11.3.3), the proposition is proved for G, and we get∫

X

ν(Ex)dµ =

∫
X

ν(Gx)dµ (ν(Ex) = ν(Gx) for almost all x)

= µ× ν(G) ((11.3.1) proved for G)

= µ× ν(E). (µ(H) = 0)

This proves (11.3.1) for general E. Moreover, µ× ν(E) < +∞ implies that ν(Ex) <
+∞ for almost all x.

The computation of the product measure in Proposition 11.3.3 leads to the
computation of the integration with respect to the product measure.

Theorem 11.3.4 (Fubini Theorem). Suppose f(x, y) is integrable with respect to the
complete product measure. Then for almost all x, the section fx(y) = f(x, y) is

integrable on Y . Moreover,

∫
Y

fxdν is integrable on X, and

∫
X×Y

fdµ× ν =

∫
X

(∫
Y

fxdν

)
dµ.

Proof. We first assume that f is measurable. By Proposition 10.3.5, it is sufficient
to prove for the case that f is non-negative. By Lemma 10.4.1, there is an increasing
sequence of measurable simple functions φn of the form (12.4.1), such that limφn =
f , and ∫

X×Y
fdµ× ν = lim

∫
X×Y

φndµ× ν.

Since the measurable subsets in φn have finite measure, by Proposition 11.3.3,
Fubini Theorem holds for the characteristic functions of these measurable subsets
and their finite linear combinations φn. In other words, the sections (φn)x are
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measurable functions of y for almost all x, and ψn(x) =

∫
Y

(φn)xdν is equal to a

measurable function almost everywhere, and∫
X×Y

φndµ× ν =

∫
X

(∫
Y

(φn)xdν

)
dµ =

∫
X

ψndµ.

Since φn is increasing, ψn is also increasing. We may apply the Monotone Conver-
gence Theorem (Theorem 10.4.2) to the right and get∫

X×Y
fdµ× ν = lim

∫
X×Y

φndµ× ν = lim

∫
X

ψndµ =

∫
X

limψndµ.

On the other hand, for each x, the section (φn)x is an increasing sequence of
simple functions on Y converging to the section fx. Therefore fx is measurable for
almost all x, and by the Monotone Convergence Theorem,

limψn(x) = lim

∫
Y

(φn)xdν =

∫
Y

fxdν for almost all x.

Combined with the equality above, we get∫
X×Y

fdµ× ν =

∫
X

(∫
Y

fxdν

)
dµ.

For the general case, f is equal to a measurable function g outside a subset F
of measure zero. Since we have proved the proposition for g, we have∫

X×Y
fdµ× ν =

∫
X×Y

gdµ× ν =

∫
X

(∫
Y

gxdν

)
dµ.

To show that the right side is equal to

∫
X

(∫
Y

fxdν

)
dµ, we use Proposition 11.3.3

(expecially the last part of the proof) to get µ(Fx) = 0 for almost all x. Since
fx = gx outside Fx, for almost all x ∈ X, we get fx = gx almost everywhere on Y .

This implies that

∫
Y

gxdν =

∫
Y

fxdν for almost all x.

Product σ-Algebra

The complete product measure is always complete, despite the measures on X and
Y may not be complete. This is the cause of the “messy part” in Proposition 11.3.3
and Theorem 11.3.4, that many things are only almost true. The problem can be
addressed by introducing cleaner σ-algebra for the product measure.

Definition 11.3.5. Given σ-algebras ΣX and ΣY on X and Y , the product σ-algebra
ΣX × ΣY is the smallest σ-algebra (see Exercise 9.4.3) on X × Y that contains all
the measurable rectangles. Moreover, the product measure (X ×Y,ΣX ×ΣY , µ× ν)
is the restriction of the complete product measure to the product σ-algebra.



438 Chapter 11. Product Measure

Proposition 11.3.6. If E and f are measurable with respect to ΣX × ΣY , then the
sections Ex and fx are measurable with respect to ΣY .

Proof. It is easy to verify that collection

Σ = {E ∈ X × Y : Ex ∈ ΣY for all x ∈ X}

is a σ-algebra, and contains all measurable rectangles. Therefore ΣX × ΣY ⊂ Σ.
This means that if E ∈ ΣX × ΣY , then Ex ∈ ΣY for any x ∈ X.

The similar statement for the function f(x, y) follows from

f−1
x (a, b) = [f−1(a, b)]x.

Proposition 11.3.7. Suppose ν is a σ-finite measure and E ∈ ΣX × ΣY . Then
ν(Ex) is a measurable function on X, and

µ× ν(E) =

∫
X

ν(Ex)dµ.

Proof. Assume ν(Y ) is finite. We put what we wish to be true together and define
M to be the collection of E ⊂ X × Y satisfying the following.

1. Ex is measurable for each x ∈ X.

2. ν(Ex) is a measurable function on X.

Since we have not yet assumed E to be measurable, we cannot yet require the
formula for µ× ν(E).

It is likely thatM is not a σ-algebra. On the other hand, we are able to show
that M is a monotone class in the sense that the following hold.

• If Ei ∈M satisfy Ei ⊂ Ei+1, then ∪Ei ∈M.

• If Ei ∈M satisfy Ei ⊃ Ei+1, then ∩Ei ∈M.

For increasing Ei ∈ M, we have (∪Ei)x = ∪(Ei)x. Since (Ei)x is measurable for
all i and x, we find (∪Ei)x to be measurable for all x. Moreover, by the monotone
limit property in Proposition 9.4.4, we have ν((∪Ei)x) = lim ν((Ei)x). Then the
measurability of the functions ν((Ei)x) implies the measurability of the function
ν((∪Ei)x). This verifies the first property of the monotone class. The second
properties can be verified similarly, where ν(Y ) < +∞ is used for ν((∩Ei)x) =
lim ν((Ei)x) for decreasing Ei.

Let
A = {tni=1Ai ×Bi : Ai ∈ ΣX , Bi ∈ ΣY , n ∈ N}

be the collection of finite disjoint unions of measurable rectangles. It is easy to see
that M ⊃ A. Moreover, A is an algebra in the sense that the whole space belongs
to A and

E,F ∈ A =⇒ E ∪ F, E ∩ F, E − F ∈ A.
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It is easy to show that the intersection of monotone classes is still a monotone
class. Therefore it makes sense to introduce the smallest monotone class N con-
taining A. Since M is also a monotone class containing A, we get M ⊃ N . Our
goal is to use the minimality of N to show that N is also a σ-algebra. Then N ⊃ A
implies N ⊃ ΣX × ΣY , and we conclude M ⊃ ΣX × ΣY . This means that any
E ∈ ΣX × ΣY has the two defining properties of M.

By Exercise 9.34, a monotone class is a σ-algebra if and only if it is an algebra.
To prove that N is a σ-algebra, therefore, it is sufficient to prove that N is an
algebra. For any E ∈ N , we introduce

NE = {F ∈ N : F − E, E − F, E ∪ F, E ∩ F ∈ N for all E ∈ N}.

The problem then becomes NE ⊃ N . We will prove the containment (actually
equality) by using the minimality of N and the obvious symmetry in the definition
of NE

F ∈ NE ⇐⇒ E ∈ NF .
The fact that A is an algebra means

E,F ∈ A =⇒ E ∈ NF .

In other words, we have NF ⊃ A for any F ∈ A. It is also easy to verify that NF
is a monotone class. Therefore we have NF ⊃ N for any F ∈ A, and we get

E ∈ N , F ∈ A =⇒ E ∈ NF (NF ⊃ N for any F ∈ A)

=⇒ F ∈ NE . (symmetry in the definition of NF )

This means that NE ⊃ A for any E ∈ N . Since NE is a monotone class, we get
NE ⊃ N for any E ∈ N . As explained earlier, this implies M⊃ ΣX × ΣY .

Now we turn to the equality

µ× ν(E) =

∫
X

ν(Ex)dµ.

By the Fubini Theorem (Theorem 11.3.4), we already have the equality for ΣX×ΣY
under the condition µ × ν(E) < +∞. Since the condition is not assumed in the
current proposition, it is worthwhile to state the equality again.

To prove the equality for µ × ν(E), we may add E ∈ ΣX × ΣY and the
equality to the definition of M. The monotone property can be verified by using
the Monotone Convergence Theorem (Theorem 10.4.2), and the assumption ν(Y ) <
+∞ is again needed for decreasing Ei. The rest of the argument is the same. In
fact, since we added E ∈ ΣX × ΣY to the definition of M, the new M is equal to
ΣX × ΣY at the end.

Finally, the case that ν is σ-finite can be obtained from the finite case, by
writing E = ∪(E ∩ X × Yi), where Yi ∈ ΣY is an increasing sequence such that
ν(Yi) are finite and Y = ∪Yi.

Exercise 11.23. Prove that (X × Y,ΣX × ΣY , µ× ν) is the completion of (X × Y,ΣX ×
ΣY , µ× ν).
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Exercise 11.24. Let f ≥ 0 be a function on the measure space (X,Σ). Let X ×R have the
product σ-algebra of Σ with the Borel σ-algebra. Prove that if f is measurable, then

G(f) = {(x, y) : x ∈ X, 0 ≤ y < f(x)} ⊂ X × R

is measurable. Moreover, if f is integrable, then µ(G(f)) =

∫
fdµ. Does the measurability

of G(f) imply the measurability of f?

11.4 Lebesgue Measure on Rn

The Lebesgue measure on the real line can be extended to the Euclidean space Rn,
by requiring rectangles to have the expected volume. For example, if we take all
the rectangles A1 × · · · × An, where Ai are Lebesgue measurable in R, then we
get the product measure of the Lebesgue measure on R. Of course we may also
consider simpler rectangles. They all give the same measure, which we designate as
the Lebesgue measure on Rn.

Proposition 11.4.1. The outer measures induced by the volume of the following
collections are the same.

1. Measurable rectangles.

2. Rectangles.

3. Open rectangles.

4. Open cubes.

Proof. We prove for n = 2 only. The general case is similar.
Denote by µ∗1, µ

∗
2, µ
∗
3, µ
∗
4 the outer measures generated by the four collections.

Since the same volume on larger collection induces smaller outer measure, we have
µ∗1 ≤ µ∗2 ≤ µ∗3 ≤ µ∗4. By Exercise 11.1.3, to show that µ∗4 ≤ µ∗3 ≤ µ∗1, it is sufficient
to show that µ∗3(A × B) ≤ µ(A)µ(B) for Lebesgue measurable A,B ⊂ R, and to
show that µ∗4((a, b)× (c, d)) ≤ (b− a)(d− c). Here and in the subsequent proof, µ
denotes the Lebesgue measure on R.

Let A,B ⊂ R be Lebesgue measurable. For any ε > 0, there are open subsets
U = ti(ai, bi) ⊃ A and V = tj(cj , dj) ⊃ B, such that µ(U) < µ(A) + ε and
µ(V ) < µ(B) + ε. Then A×B ⊂ U × V = tij(ai, bi)× (cj , dj), and we get

µ∗3(A×B) ≤
∑
ij

(bi − ai)(dj − cj) =

(∑
i

(bi − ai)

)∑
j

(dj − cj)


= µ(U)µ(V ) ≤ (µ(A) + ε)(µ(B) + ε).

Since ε is arbitrary, we get µ∗3(A×B) ≤ µ(A)µ(B).
Strictly speaking, we still need to show that, if µ(A) = +∞ and µ(B) = 0,

then µ∗3(A × B) = 0. For any ε > 0, we have open subsets Ui = tj(aij , bij) ⊃ B
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satisfying µ(Ui) <
ε

i2i
. We have

A×B ⊂ R×B ⊂ ∪i(−i, i)× Ui = ∪ij(−i, i)× (aij , bij),

and
µ∗3(A×B) ≤

∑
ij

2i(bij − aij) =
∑
i

2iµ(Ui) <
∑
i

2i
ε

i2i
= 2ε.

Since ε is arbitrary, we get µ∗3(A×B) = 0.
Next we prove µ∗4((a, b) × (c, d)) ≤ (b − a)(d − c). For any ε > 0, we have

integers k, l ≥ 0, such that

(k − 1)ε ≤ b− a < kε, (l − 1)ε ≤ d− c < lε.

Then we can find open intervals (ai, ai + ε), i = 1, 2, . . . , k, and open intervals
(cj , cj + ε), j = 1, 2, . . . , l, such that

(a, b) ⊂ ∪ki=1(ai, ai + ε), (c, d) ⊂ ∪lj=1(cj , cj + ε).

Then (a, b) × (c, d) ⊂ ∪ij(ai, ai + ε) × (cj , cj + ε), and the right side is a union of
open cubes of side length ε. Therefore

µ∗4((a, b)× (c, d)) ≤
∑
ij

ε2 = (kε)(lε) < (b− a+ ε)(d− c+ ε).

Since ε is arbitrary, we get µ∗4((a, b)× (c, d)) ≤ (b− a)(d− c).

Exercise 11.25. Prove that the Lebesgue measure is induced by the outer measure generated
by the volume of the following collections of subsets.

1. Borel measurable rectangles: each side is Borel measurable in R.

2. Rectangles.

3. Closed rectangles.

4. Rectangles of the form [a1, b1)× · · · × [an, bn).

5. Closed cubes.

6. Cubes of side length < 1.

Exercise 11.26. Explain that the outer measure generated by the volume of the collection
of open cubes of side length 1 does not induce the Lebesgue measure.

Exercise 11.27. Let f be a continuous function on a closed bounded rectangle I ⊂ Rn−1.
Let A ⊂ Rn−1 × R = Rn be its graph.

1. Prove that for any ε > 0, there is a partition I = ∪Ii into finitely many closed
rectangles, such that µn−1(I) =

∑
µn−1(Ii) and ωIi(f) ≤ ε.

2. Use the first part to construct A ⊂ ∪Ii × [ai, ai + ε].

3. Prove that A has Lebesgue measure 0.

Exercise 11.28. Use Exercise 11.27 to prove that any submanifold of Rn dimension < n has
its n-dimensional Lebesgue measure equal to 0.
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Borel Set

Definition 11.4.2. The Borel σ-algebra is the smallest σ-algebra that contains all
open subsets. The subsets in the Borel σ-algebra are Borel sets.

The reason for using open subsets instead of open rectangles is that the defi-
nition can be applied to more general topological spaces, not just Euclidean spaces.

Example 11.4.1. Since open cubes are exactly balls in the L∞-norm, by Proposition 6.4.5,
a σ-algebra containing all open cubes must contain all open subsets. Therefore the smallest
σ-algebra containing all open cubes is the Borel σ-algebra.

By taking L2-norm instead of L∞-norm, the same idea shows that the Borel σ-
algebra is also the smallest σ-algebra containing all open Euclidean balls.

Exercise 11.29. Prove that the Borel σ-algebra is the smallest σ-algebra containing any of
the following collections.

1. Open rectangles.

2. Closed rectangles.

3. Rectangles of the form (a1, b1]× · · · × (an, bn].

4. Open L1-balls.

5. Closed cubes.

6. Closed subsets.

7. Open cubes of side length < 1.

8. Open cubes of side length 1.

Exercise 11.30. Prove that the Borel σ-algebra on R2 is the smallest σ-algebra containing
all open triangles.

Exercise 11.31. Prove that the Borel σ-algebra on Rm+n is the product of the Borel σ-
algebras on Rm and Rn.

As complements of open subsets, closed subsets are Borel sets. Then countable
intersections of open subsets (called Gδ-sets) and countable unions of closed subsets
(called Fσ-sets) are also Borel sets. For example, countable subsets are Fσ-sets.

Furthermore, countable unions of Gδ-sets (called Gδσ-sets) and countable in-
tersections of Fσ-sets (called Fσδ-sets) are Borel sets.

Since a subset is open if and only if its complement is closed, a subset is Gδ if
and only if its complement is Fσ, and a subset is Gδσ if and only if its complement
is Fσδ.

Example 11.4.2. The concept of semicontinuous functions in Example 10.2.3 can be easily
extended to multivariable functions. In particular, f(~x) is lower semicontinuous if and
only if f−1(a,+∞) is open. Then for a sequence εi > 0 converging to 0, we have

f−1[a,+∞) = ∩∞i=1f
−1(a− εi,+∞),

which is a Gδ-set. This implies that f−1(−∞, a) = R− f−1[a,+∞) is an Fσ-set.



11.4. Lebesgue Measure on Rn 443

Example 11.4.3. The set of continuous points of any function f on Rn is a Gδ-set.
Consider the oscillation of f on the ball B(~x, δ)

ωB(~x,δ)(f) = sup
‖~y−~x‖<δ
‖~z−~x‖<δ

|f(~y)− f(~z)| = sup
B(~x,δ)

f − inf
B(~x,δ)

f.

If ωB(~x,δ)(f) < ε and ~y ∈ B(~x, δ), then B(~y, δ′) ⊂ B(~x, δ) for δ′ = δ−‖~y− ~x‖ > 0, so that
ωB(~y,δ′)(f) ≤ ωB(~x,δ)(f) < ε. This shows that for any ε > 0, the subset

Uε = {~x : ωB(~x,δ)(f) < ε for some δ > 0}

is open. Then for a sequence εi > 0 converging to 0, the Gδ-set

∩∞i=1Uεi = {~x : ω~x(f) = lim
δ→0

ωB(~x,δ)(f) = 0},

is exactly the set of continuous points of the function. See Exercise 4.85.

Example 11.4.4. The set of differentiable points of any continuous function f on R is an
Fσδ-set.

For t 6= 0, the function Dt(x) =
f(x+ t)− f(x)

t
is continuous. Let εi > 0 converge

to 0, then the differentiability at x means the “upper and lower” derivatives

lim
t→0

Dt(x) = inf
i

sup
0<|t|<εi

Dt(x), gi(x) = sup
0<|t|<εi

Dt(x),

lim
t→0

Dt(x) = sup
i

inf
0<|t|<εi

Dt(x), hi(x) = inf
0<|t|<εi

Dt(x),

are equal. Therefore the set of non-differentiable points is

{x : inf
i
gi(x) > sup

i
hi(x)} = ∪r∈Q{x : inf

i
gi(x) > r > sup

i
hi(x)}

= ∪r∈Q({x : inf
i
gi(x) > r} ∩ {x : sup

i
hi(x) < r}).

As the supremum of continuous functions, gi is lower semicontinuous. Therefore
{x : gi(x) > a} is open, and

{x : inf
i
gi(x) > r} = ∪j(∩i{x : gi(x) > r + εj})

is a Gδσ-set. Similarly, {x : supi hi(x) < r} is also a Gδσ-set. The intersection of the two
Gδσ-sets is still a Gδσ-set. As a countable union of Gδσ-sets, the set of non-differentiable
points is still a Gδσ-set. The set of non-differentiable points is then a complement of the
Gδσ-set, and is therefore an Fσδ-set.

Exercise 11.32. Use Exercise 6.80 to prove that any closed subset is a Gδ-set. This implies
that any open subset is an Fσ-set.

Exercise 11.33. Suppose f is lower semicontinuous and g is upper semicontinuous. Deter-
mine the type of subsets.
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1. f−1(−∞, a).

2. f−1(a, b).

3. g−1(a, b).

4. {x : f(x) > g(x)}.
5. {x : g(x) > f(x)}.
6. {x : f(x) ≥ g(x)}.

Exercise 11.34. Suppose F : Rn → Rm is a continuous map. Prove that for any Borel set
A ⊂ Rm, the preimage F−1(A) is a Borel set in Rn.

Exercise 11.35. Prove that a monotone functions on a Borel set A ⊂ R is Borel measurable.
Moreover, monotone functions on a Lebesgue measurable subset are Lebesgue measurable.

Exercise 11.36. Prove that for countably many functions, the set of points where all the
functions are continuous is a Borel set. What about the points where at least one function
is continuous? What about the points where infinitely many functions are continuous?

Borel sets are Lebesgue measurable. The following result shows that Borel
sets can be used to approximate Lebesgue measurable subsets, and the Lebesgue
measure space is the completion of the Borel measure space.

Proposition 11.4.3. The following are equivalent to the Lebesgue measurability of
a subset A ⊂ Rn.

1. For any ε > 0, there is an open subset U and a closed subset C, such that
C ⊂ A ⊂ U and µ(U − C) < ε.

2. There is a Gδ-set D and an Fσ-set S, such that S ⊂ A ⊂ D, and µ(D−S) = 0.

Moreover, in case µ∗(A) is finite, we may take C in the first statement to be compact.

Proof. We largely follow the proof of Proposition 11.2.1.
Suppose A is Lebesgue measurable. For any ε > 0, there is A ⊂ U = ∪Ii, such

that
∑
µ(Ii) < µ(A) + ε. Here by Proposition 11.4.1, we may choose Ii to be open

rectangles. Then U is open and, when µ(A) < +∞, we have

µ(U −A) = µ(U)− µ(A) ≤
∑

µ(Ii)− µ(A) < ε.

For general A, we have A = ∪Aj with µ(Aj) < +∞ (take Aj = A ∩ [−j, j]n, for

example). Then we have open Uj ⊃ Aj , such that µ(Uj − Aj) <
ε

2j
. This implies

that U = ∪Uj is an open subset containing A, such that

µ(U −A) = µ(∪(Uj −A)) ≤ µ(∪(Uj −Aj)) ≤
∑

µ(Uj −Aj) <
∑ ε

2j
= ε.

Applying the conclusion to the Lebesgue measurable subset Rn−A, there is an
open V ⊃ Rn−A, such that µ(V −(Rn−A)) < ε. Then C = Rn−V is a closed subset
contained in A, and V −(Rn−A) = A−C, so that µ(A−C) < ε. Thus we found open
U and closed C, such that C ⊂ A ⊂ U and µ(U −C) ≤ µ(U −A) +µ(A−C) < 2ε.



11.4. Lebesgue Measure on Rn 445

In case µ(A) < +∞, we have limr→+∞ µ(A − C ∩ [−r, r]n) = µ(A − C). By
replacing C with C ∩ [−r, r]n for sufficiently big r, we still have µ(A− C) < ε, but
with a compact C.

Now assume the first statement. We have sequences of open subsets Uj and
closed subsets Cj , such that Cj ⊂ A ⊂ Uj and limµ(Uj −Cj) = 0. Then the Gδ-set
D = ∩Uj and Fσ-set S = ∪Cj satisfy S ⊂ A ⊂ D and Cj ⊂ S ⊂ D ⊂ Uj for all j.
This implies µ(D−S) ≤ µ(Uj−Cj). Then limµ(Uj−Cj) = 0 implies µ(D−S) = 0.

Finally assume the second statement. Then by the completeness of the Lebesgue
measure, A−S ⊂ D−S and µ(D−S) = 0 imply that A−S is Lebesgue measurable.
Therefore A = S ∪ (A− S) is Lebesgue measurable.

Translation Invariant Measure

Fix a vector ~a ∈ Rn. For any A ⊂ Rn, the subset

~a+A = {~a+ ~x : ~x ∈ A}

is the translation of A by vector ~a. The translation is actually defined in any vector
space.

Theorem 11.4.4. Let ν be a translation invariant measure on the Lebesgue σ-algebra
of a finite dimensional vector space, such that ν(A) is finite for any bounded subset
A. Then ν is a constant multiple of the Lebesgue measure.

The theorem is stated for finite dimensional vector space because we want to
emphasize the independent of the result from the coordinate system. More generally,
the translation can be extended to group actions, and we may ask similar question
of measures invariant under group actions. For the case of groups acting on itself
(and bounded replaced by compact), the extension of the theorem gives the Haar
measure that is unique up to a constant scalar.

Proof. Because any finite dimensional vector space is isomorphic to some Rn, we
only need to prove the theorem for Rn. To simplify the presentation, we will prove
for n = 2 only. The general case is similar.

Let µ be the Lebesgue measure, defined as the product of the Lebesgue mea-
sure on R. Denote the square Iε = (0, ε]× (0, ε]. By multiplying a constant number
if necessary, we assume ν(I1) = 1. We will show that ν = µ.

For a natural number n, the unit square I1 is the disjoint union of n2 copies
of translations of the small square I 1

n
. By translation invariance and additivity, we

have 1 = ν(I1) = n2ν(I 1
n

). Therefore ν(I 1
n

) =
1

n2
.

For any rational numbers a < b and c < d, we have b− a =
k

n
, d− c =

l

n
for

some natural numbers k, l, n, and the rectangle (a, b]× (c, d] is the disjoint union of
kl copies of translations of I 1

n
. By translation invariance and additivity, we have

ν((a, b]× (c, d]) = klν(I 1
n

) =
kl

n2
= (b− a)(d− c).
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For any rectangle 〈a, b〉 × 〈c, d〉, we consider (a1, b1] ⊂ 〈a, b〉 ⊂ (a2, b2] and
(c1, d1] ⊂ 〈c, d〉 ⊂ (c2, d2] for rational ai, bi, ci, di. We have

ν((a1, b1]× (c1, d1]) ≤ ν(〈a, b〉 × 〈c, d〉) ≤ ν((a2, b2]× (c2, d2]).

When ai → a, bi → b, ci → c, di → d, the left side ν((a1, b1] × (c1, d1]) = (b1 −
a1)(d1 − c1) converges to (b − a)(d − c), and the right side also converges to (b −
a)(d− c). Therefore ν(〈a, b〉 × 〈c, d〉) = (b− a)(d− c) = µ(〈a, b〉 × 〈c, d〉).

Consider a Lebesgue measurable rectangle A×B. Since A and B are Lebesgue
measurable in R, for any ε > 0, we have A ⊂ U = t(ai, bi) and B ⊂ V = t(cj , dj),
such that (µ1 is the Lebesgue measure on R)

µ1(U) =
∑

(bi − ai) < µ1(A) + ε, µ1(V ) =
∑

(di − ci) < µ1(B) + ε.

Then by A×B ⊂ U × V = t(ai, bi)× (cj , dj), we have

ν(A×B) ≤
∑

ν((ai, bi)× (cj , dj)) =
∑

µ((ai, bi)× (cj , dj))

= µ(U × V ) = µ1(U)µ1(V ) ≤ (µ1(A) + ε)(µ1(B) + ε).

Since ε is arbitrary, we get ν(A×B) ≤ µ1(A)µ1(B) = µ(A×B). Although we can
further prove the equality, the equality is not needed for the moment.

Now consider any Lebesgue measurable subset A of R2. For any ε > 0, there
are countably many Lebesgue measurable rectangles Ii, such that A ⊂ ∪Ii and∑
µ(Ii) ≤ µ(A) + ε. Then

ν(A) ≤
∑

ν(Ii) ≤
∑

µ(Ii) ≤ µ(A) + ε.

Here we just proved the second inequality. Since ε is arbitrary, we get ν(A) ≤ µ(A).
For bounded A, we have A ⊂ I for some rectangle I. Then ν(I) = µ(I), ν(I−A) ≤
µ(I −A), so that

ν(A) = ν(I)− ν(I −A) ≥ µ(I)− µ(I −A) = µ(A).

Thus ν(A) = µ(A) for bounded and Lebesgue measurable A. The general case
can be obtained by applying the monotone limit property in Proposition 9.4.4 to
A ∩ [−n, n]× [−n, n] for increasing n.

Lebesgue Measure under Linear Transform

Proposition 11.4.5. A linear transform L : Rn → Rn takes Lebesgue measurable
subsets to Lebesgue measurable subsets, and

µ(L(A)) = |det(L)|µ(A).

Proof. By Proposition 6.3.3, a continuous map takes compact subsets to compact
subsets. By Exercise 6.63, any closed subset is union of countably many compact
subsets. Therefore the image of a closed subset is the union of countably many
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compact subsets. By Proposiiton 6.3.6, compact implies closed. Therefore the
image is also an Fσ-set. This further implies that the image of any Fσ-set is an
Fσ-set.

If A is Lebesgue measurable, then by Proposition 11.4.3, there is an Fσ-set
S ⊂ A satisfying µ(A − S) = 0. Then L(A) = L(S) ∪ L(A − S). We know L(S)
is an Fσ-set and is therefore Lebesgue measurable. If we can show that the outer
measure of L(A − S) is zero, then L(A − S) is also Lebesgue measurable, so that
L(A) is Lebesgue measurable.

So we need to show that µ(A) = 0 implies µ(L(A)) = 0. For any ε > 0,
by Theorem 11.4.1, there are countably many cubes Ii, such that A ⊂ ∪Ii and∑
µ(Ii) < ε. The cubes are L∞-balls Ii = BL∞(~ai, εi). On the other hand, we have

‖L(~x)− L(~y)‖∞ ≤ ‖L‖‖~x− ~y‖∞,

where the norm ‖L‖ is taken with respect to the L∞-norm on Rn. The inequality
implies that

L(Ii) = L(BL∞(~ai, εi)) ⊂ BL∞(L(~ai), ‖L‖εi).

Therefore

µ(L(Ii)) ≤ µ(BL∞(L(~ai), ‖L‖εi)) = (2‖L‖εi)n = ‖L‖n(2εi)
n = ‖L‖nµ(Ii).

By L(A) ⊂ ∪L(Ii), we get

µ∗(L(A)) ≤
∑

µ∗(L(Ii)) ≤ ‖L‖n
∑

µ(Ii) < ‖L‖nε.

Since ε is arbitrary, we get µ∗(L(A)) = 0.
After proving that L preserves Lebesgue measurable subsets, the composition

µL(A) = µ(L(A)) becomes a function on the σ-algebra of Lebesgue measurable
subsets. If L is invertible, then L preserves disjoint unions, so that µL is a measure.
Moreover, µL is translation invariant

µL(~a+A) = µ(L(~a) + L(A)) = µ(L(A)) = µL(A).

Therefore by Theorem 11.4.4, we get

µ(L(A)) = cµ(A), c = µ(L((0, 1]n)).

Applying the equality to A = (0, 1]n and using Theorem 7.4.2, we get c = |det(L)|.

Non-Lebesgue Measurable Subsets

We may use the translation invariance to construct subsets that are not Lebesgue
measurable. We also note that by Exercise 11.42, not all Lebesgue measurable
subsets are Borel sets.

Theorem 11.4.6. Every subset with positive Lebesgue outer measure contains a
subset that is not Lebesgue measurable.
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Proof. Let Qn be the collection of all rational vectors in Rn. The first step is to
construct a subset X ⊂ (0, 1)n, such that the sum map

+: Qn ×X → Rn

is a one-to-one correspondence.
The translation Qn+~x is the collection of vectors that differ from ~x by rational

vectors. For any ~x and ~y, only two mutually exclusive cases may happen:

• If ~x− ~y ∈ Qn, then Qn + ~x = Qn + ~y.

• If ~x− ~y 6∈ Qn, then Qn + ~x and Qn + ~y are disjoint.

Therefore the subsets of the form Qn + ~x form a disjoint union decomposition of
Rn. Choose one vector in each subset Qn + ~x in the disjoint union decomposition.
Since (Qn + ~x)∩ (0, 1)n is not empty, we may further assume that the vector lies in
(0, 1)n. All the vectors we choose form a subset X ⊂ (0, 1)n, and the disjoint union
decomposition means

Rn = t~x∈X(Qn + ~x) = t~r∈Qn(~r +X).

This is equivalent to that the sum map Qn×X → Rn is a one-to-one correspondence.
Next we prove that X is not Lebesgue measurable. The proof is not necessary

for the general conclusion of the theorem, but provides the key idea of the argument.
Choose distinct rational vectors ~ri ∈ Qn ∩ (0, 1)n, i = 1, . . . , N . If X is Lebesgue
measurable, then the translations ~ri+X are also Lebesgue measurable, with µ(~ri+
X) = µ(X). Moreover, ~ri+X are disjoint and contained in (0, 1)n+(0, 1)n ⊂ (0, 2)n.
Therefore

Nµ(X) = µ(~r1 +X) + · · ·+ µ(~rN +X)

= µ((~r1 +X) t · · · t (~rN +X))

≤ µ((0, 2)n) = 2n.

Since N can be arbitrarily big, we get µ(X) = 0. Then by the countable union
Rn = t~r∈Qn(~r +X) and µ(~r +X) = µ(X), we get µ(Rn) = 0, a contradiction.

In general, let A be a subset with µ∗(A) > 0. Then

A = A ∩ (t~r∈Q(~r +X)) = t~r∈Q(A ∩ (~r +X)).

Suppose for a specific ~r, the subset B = A ∩ (~r + X) ⊂ ~r + X ⊂ ~r + (0, 1)n

is measurable. Again choose distinct ~ri ∈ Qn ∩ (0, 1)n. Then we get disjoint
measurable subsets ~ri +B ⊂ (0, 1)n + ~r + (0, 1)n ⊂ ~r + (0, 2)n. Therefore

Nµ(B) = µ(~r1 +B) + · · ·+ µ(~rN +B)

= µ((~r1 +B) t · · · t (~rN +B))

≤ µ(~r + (0, 2)n) = 2n.

Since N can be arbitrary, we get µ(B) = 0.
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If A ∩ (~r +X) is measurable for all ~r ∈ Q, then by what we just proved, each
term in the countable union A = t~r∈Q(A ∩ (~r + X)) is measurable and has zero
measure. This implies that µ∗(A) = µ(A) = 0. The contradiction to the assumption
µ∗(A) > 0 shows that at least one subset A ∩ (~r +X) of A is not measurable.

Example 11.4.5 (Cantor Function). The cantor set in Example 9.2.4 was obtained by delet-
ing the middle third intervals successively. The Cantor function κ is an increasing function
obtained by elevating the middle third intervals successively into half positions. Specifi-
cally, we have

κ =
1

2
= 0.1[2] on

(
1

3
,

2

3

)
= (0.1[3], 0.2[3]).

Then we elevate the next middle third intervals. The left interval

(
1

9
,

2

9

)
is elevated to

1

4
, midway between 0 and

1

2
. The right interval

(
7

9
,

8

9

)
is elevated to

3

4
, midway between

1

2
and 1. The result is

κ = 0.01[2] on (0.01[3], 0.02[3]), κ = 0.11[2] on (0.21[3], 0.22[3]).

Keep going, we have

κ = 0.b1b2 · · · bn1[2] on (0.a1a2 · · · an1[3], 0.a1a2 · · · an2[3]), ai = 0 or 2, bi =
ai
2
.

This gives the value of κ on the complement of the Cantor set K.
The value of κ on K can be determined by the continuity. By Theorem 2.4.1, such

continuity must be uniform. Moreover, the continuity implies the values at the ends of the
deleted open intervals

κ(0.a1a2 · · · an1[3]) = κ(0.a1a2 · · · an2[3]) = 0.b1b2 · · · bn1[2].

Now consider x = 0.a1a2 · · · an · · ·[3] ∈ K, which means ai = 0 or 2. By |x−0.a1a2 · · · an[3]| ≤
1

3n
and the uniform continuity, for any ε > 0, there is N , such that

n > N =⇒ |κ(x)− κ(0.a1a2 · · · an[3])| ≤ ε.

If there are infinitely many an = 2, then we can always find an = 2 with n > N , and we
get (note bn = 1)

|κ(x)− 0.b1b2 · · · bn · · ·[2] | ≤ |κ(x)− 0.b1b2 · · · bn−1bn[2]|+
1

2n

= |κ(x)− κ(0.a1a2 · · · an−1an[3])|+
1

2n
< ε+

1

2N
.

Since ε is arbitrary and N can be as large as we wish, this implies

κ(0.a1a2 · · · an · · ·[3]) = 0.b1b2 · · · bn · · ·[2] on K.

If there are only finitely many 2 among an, then x = 0.a1a2 · · · an2[3], and the formula
remains valid.

Although we determined the value of κ by using continuity, we still need to verify
that the function constructed above is indeed continuous. This is left as Exercise 11.39.
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0 1

1

1
2

= 0.1[2]

0.01[2]

0.11[2]

Figure 11.4.1. Cantor function

We also note that the value of κ on K can also be determined by the increasing
property. See Exercise 11.40. Therefore κ is an increasing and continuous function.

Let A ⊂ [0, 1] be a Lebesgue non-measurable subset. Then there is (almost unique)
B ⊂ K, such that κ(B) = A. Since µ(K) = 0, the subset B is always Lebesgue measurable.
Thus we see that the image of a Lebesgue measurable subset under a continuous map is
not necessarily Lebesgue measurable.

Even if the continuous map is invertible, it may still send a Lebesgue measurable
subset to a Lebesgue non-measurable subset. See Exercise 11.41.

Exercise 11.37. Suppose µ is a measure on Z = Y ×X, such that µ(y ×X) = µ(y′ ×X)
for any y, y′ ∈ Y . If 0 < µ(Z) < +∞ and Y is countable, prove that every measurable
subset of X must have measure 0, and X cannot be measurable.

Exercise 11.38. Let A be the set of end points of the deleted middle third intervals in the
construction of the Cantor set K. Show that κ(A)∩κ(K −A) = ∅, κ|A is two-to-one, and
κ|K−A is one-to-one.

Exercise 11.39. Show that if the first n digits of the base 3 expressions of x, y ∈ [0, 1] are
the same, then the first n digits of the base 2 expressions of κ(x) and κ(y) are the same.
Then use this to prove that the Cantor function is continuous.

Exercise 11.40. Prove that the Cantor function is also defined by its values on [0, 1] −K
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and the increasing property. Moreover, κ|K is strictly increasing.

Exercise 11.41. Consider φ(x) = κ(x) + x.

1. Show that φ is a continuous invertible map from [0, 1] to [0, 2].

2. Show that φ(K) and φ([0, 1]−K) are measurable subsets of [0, 2] of measure 1.

3. Show that there is a Lebesgue measurable A ⊂ [0, 1], such that φ(A) is not Lebesgue
measurable.

The last statement means that the preimage of A under the continuous map φ−1 : [0, 2]→
[0, 1] is not measurable.

Exercise 11.42. Use Exercise 11.34 and Exercise 11.41 to show that Lebesgue measurable
subsets there are not Borel measurable.

Exercise 11.43. Use Exercise 11.41 to construct a Lebesgue measurable function g and a
continuous function h, such that the composition g ◦ h is not Lebesgue measurable. The
counterexample should be compared with the first property in Proposition 10.2.2.

11.5 Riemann Integration on Rn

The Lebesgue integral is much more flexible than the Riemann integral, and have
much better convergence property. It removes some artificial difficulties inherent in
the Riemann integral and is the more rational integration theory. Given we have
already established the Lebesgue integral, there is no more need for the Riemann
integral. Still, we outline the theory of Riemann integral on the Euclidean space to
give the reader a more comprehensive picture of the integration theories.

Jordan Measure

It is easy to imagine how to extend the Riemann integration to multivariable func-
tions on rectangles. However, integration on rectangles alone is too restrictive, a
theory of the volume of nice subsets needs to be established. It was Jordan and
Peano who established such a theory along the line of Riemann integral on an in-
terval, before Lebesgue established his measure theory. Jordan and Peano’s idea is
to approximate a subset from inside and outside by finite unions of rectangles. Of
course, Lebesgue’s revolution is to consider approximation from outside by countable
unions of rectangles. The allowance of countable union and the countable additivity
is the key reason Lebesgue’s theory is much more flexible.

Let A ⊂ Rn be a bounded subset. Then A is contained in a big rectangle. By
taking a partition of each coordinate interval of the rectangle and then taking the
product of the intervals in these partitions, we get a (rectangular) partition P of
the big rectangle. The size of the partition can be measured by

‖P‖ = max{d(I) : I ∈ P},

where for closed rectangle I = [a1, b1]× · · · × [an, bn],

d(I) = sup{‖~x− ~y‖∞ : ~x, ~y ∈ I} = max{b1 − a1, b2 − a2, . . . , bn − an}.
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The partition P gives us finite unions of rectangles that approximates A from inside
and from outside

A−P = ∪{I : I ∈ P, I ⊂ A} ⊂ A ⊂ A+
P = ∪{I : I ∈ P, I ∩A 6= ∅} (11.5.1)

Then the volume of A should lie between the following inner and outer approxima-
tions

µ(A−P ) =
∑

I∈P,I⊂A
µ(I), µ(A+

P ) =
∑

I∈P,I∩A 6=∅

µ(I), (11.5.2)

where µ(I) is the usual volume of rectangles.

Definition 11.5.1. The inner volume and the outer volume of A ⊂ Rn are

µ−(A) = sup
P
µ(A−P ), µ+(A) = inf

P
µ(A+

P ).

A subset A ⊂ Rn is Jordan measurable if µ+(A) = µ−(A), and the common value
is Jordan measure (or the volume) of A.

The inner and outer volumes are monotone

A ⊂ B =⇒ µ−(A) ≤ µ−(B), µ+(A) ≤ µ+(B).

The outer volume is subadditive (but not countably subadditive)

µ+(A1 ∪A2 ∪ · · · ∪Ak) ≤ µ+(A1) + µ+(A2) + · · ·+ µ+(Ak). (11.5.3)

Consequently, the Jordan measure is monotone and subadditive.
We have µ(A+

P ) ≥ µ(A+
Q) ≥ µ(A−Q) ≥ µ(A−P ) for a refinement Q of P . Since

any two partitions have a common refinement, we have µ+(A) ≥ µ−(A). The
common refinement also tells us that A is Jordan measurable if and only if for any
ε > 0, there is a partition P , such that µ(A+

P )− µ(A−P ) < ε.

Example 11.5.1. Consider A = (a, b) ⊂ R. For any ε > 0, take P to be a < a+ε < b−ε < b.
Then µ(A−P ) = µ([a+ ε, b− ε]) = b− a− 2ε and µ(A+

P ) = µ([a, b]) = b− a. Therefore (a, b)
has Jordan measure b− a.

Example 11.5.2. Consider B =

{
1

n
: n ∈ N

}
. For any natural number N , take P to be

the partition of [0, 1] with partition points
i

N2
, 0 ≤ i ≤ N2. Then B+

P consists of

[
0,

1

N

]
(the union of first N intervals in P ) and at most N − 1 intervals of length

i

N2
(to cover

those
1

n
not inside

[
0,

1

N

]
). Therefore µ(B+

P ) ≤ 1

N
+(N −1)

1

N2
<

2

N
, and B has Jordan

measure 0.

Example 11.5.3. Let A be the set of rational numbers in [0, 1]. Then any interval [a, b]
with a < b contains points inside and outside A. Therefore for any partition P of [0, 1],
we have

A+
P = [0, 1], A−P = ∅, µ(A+

P ) = 1, µ(A−P ) = 0.
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We conclude that A is not Jordan measure, despite being Lebesgue measurable.

Example 11.5.4. Let f(x) ≥ 0 be a bounded function on [a, b]. The subset

G(f) = {(x, y) : a ≤ x ≤ b, 0 ≤ y ≤ f(x)} ⊂ R2

is the subset under the graph of the function. For any partition P of [a, b] and any partition
Q of the y-axis, we have

G(f)−P×Q = ∪[xi−1, xi]× [0, yl], yl = max{yj : yj ≤ f on [xi−1, xi]},

G(f)+
P×Q = ∪[xi−1, xi]× [0, yu], yu = min{yj : yj > f on [xi−1, xi]}.

The definition of yl tells us

yl ≤ inf
[xi−1,xi]

f(x) < yl+1 ≤ yl + ‖Q‖.

Therefore

µ
(
G(f)−P×Q

)
=
∑

yl∆xi ≤
∑

inf
[xi−1,xi]

f(x)∆xi ≤ µ
(
G(f)−P×Q

)
+ ‖Q‖(b− a).

Similarly, we have

µ
(
G(f)+

P×Q
)
≥
∑

sup
[xi−1,xi]

f(x)∆xi ≥ µ
(
G(f)+

P×Q
)
− ‖Q‖(b− a).

Thus

0 ≤ µ
(
G(f)+

P×Q
)
− µ

(
G(f)−P×Q

)
−
∑

ω[xi−1,xi](f)∆xi ≤ 2‖Q‖(b− a).

Since ‖Q‖ can be arbitrarily small, we see that µ
(
G(f)+

P×Q
)
− µ

(
G(f)−P×Q

)
is small if

and only if
∑
ω[xi−1,xi](f)∆xi is small. In other words, G(f) is Jordan measurable if and

only if f is Riemann integrable. Moreover, µ(G(f)) is the Riemann integral

∫ b

a

f(x)dx.

Exercise 11.44. Prove that Jordan measurability implies Lebesgue integrability, and the
two measures are equal.

Exercise 11.45. Determine the Jordan measurability and compute the volume.

1. {m−1 + n−1 : m,n ∈ N}.
2. [0, 1]−Q.

3. {(x, x2) : 0 ≤ x ≤ 1}.
4. {(x, y) : 0 ≤ x ≤ 1, 0 ≤ y ≤ x2}.
5. {(x, y) : 0 ≤ x ≤ y2, 0 ≤ y ≤ 1}.
6. {(n−1, y) : n ∈ N, 0 < y < 1 + n−1}.
7. {(x, y) : |x| < 1, |y| < 1, x ∈ Q or y ∈ Q}.
8. {(x, y) : |x| < 1, |y| < 1, x 6= y}.

Exercise 11.46. Prove that any straight line segment in Rn is Jordan measurable, and the
volume is 0 when n > 1. Extend to plane region in Rn for n > 2, etc.
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Figure 11.5.1. approximating volume of graph

Criterion for Measurability

The boundary of subset G(f) in Example 11.5.4 consists of the graph of f and
some straight lines. As a subset, the graph of f is approximated from outside by
G(f)+

P×Q − G(f)−P×Q. The definition of Jordan measure says that G(f) is Jordan

measurable if and only if µ(G(f)+
P×Q−G(f)−P×Q) is as small as we which. In other

words, the volume of the graph of f is zero, or the volume of the boundary of G(f)
should be zero.

In general, ~x is a boundary point of A ⊂ Rn for any ε > 0, there are ~a ∈ A and
~b 6∈ A, such that ‖~x − ~a‖ < ε and ‖~x −~b‖ < ε. In other words, near ~x we can find
points inside as well as outside A. The boundary is denoted by ∂A.

Proposition 11.5.2. The following are equivalent for a bounded A ⊂ Rn.

1. A is Jordan measurable: For any ε > 0, there is a partition P , such that
µ(A+

P )− µ(A−P ) < ε.

2. For any ε > 0, there is δ > 0, such that ‖P‖ < δ implies µ(A+
P )− µ(A−P ) < ε.

3. ∂A has zero volume.

Proof. The second statement is stronger than the first.
It can be shown that ∂A is always contained in the (closed) rectangles between

A+
P and A−P . Therefore the first statement implies the third.

Given the third statement, we have ∂A ⊂ I1 ∪ I2 ∪ · · · ∪ Ik for some rectangles
satisfying µ(I1)+µ(I2)+ · · ·+µ(Ik) < ε. By enlarging each coordinate interval from
[a, b] to [a−δ, b+δ] for some tiny δ > 0, we get slightly bigger rectangles Iδi that still
satisfy µ(Iδ1 ) +µ(Iδ2 ) + · · ·+µ(Iδk) < ε. Then it can be shown that, for any partition
satisfying ‖P‖ < δ, the rectangles between A−P and A+

P must be contained in ∪Iδi .
See Exercise 11.47. This implies µ(A+

P )− µ(A−P ) ≤ µ(∪Iδi ) ≤
∑
µ(Iδi ) < ε.
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The boundaries of A ∪ B, A ∩ B and A − B are all contained in ∂A ∪ ∂B.
Then Proposition 11.5.2 implies the measurable part of the following result.

Proposition 11.5.3. If A and B are Jordan measurable, then A ∪ B, A ∩ B and
A−B are Jordan measurable and

µ(A ∪B) = µ(A) + µ(B)− µ(A ∩B). (11.5.4)

The equality is the (finite) additivity and can be reduced to the case A and
B are disjoint. For disjoint A and B, we have µ−(A) + µ−(B) ≤ µ−(A ∪ B) and
µ+(A) + µ+(B) ≥ µ+(A ∪ B). This implies µ(A ∪ B) = µ(A) + µ(B) when A and
B are measurable.

Example 11.5.3 shows that the Jordan measure is not countably additive.
The problem here is the measurability. If a countable union is measurable, we still
have the countably additivity by identifying the Jordan measure with the Lebesgue
measure.

To allow more flexibility, define a general partition of a subset B to be B =
∪I∈P I for Jordan measurable subsets I satisfying µ(I ∩ J) = 0 for I 6= J in P .
The subset B is also Jordan measurable and µ(B) =

∑
I∈P µ(I). The size of the

partition is

‖P‖ = max{d(I) : I ∈ P}, d(I) = sup{‖~x− ~y‖∞ : ~x, ~y ∈ I}.

For a subset A ⊂ B, the inner and outer approximations A−P , A+
P may also be

defined by (11.5.1). Proposition 11.5.2 can be extended and proved the same as
before.

Proposition 11.5.4. Suppose B is Jordan measurable and A ⊂ B is a subset. The
following are equivalent.

1. A Jordan measurable.

2. For any ε > 0, there is δ > 0, such that ‖P‖ < δ for a general partition P
implies µ(A+

P )− µ(A−P ) < ε.

3. For any ε > 0, there is a general partition P , such that µ(A+
P )− µ(A−P ) < ε.

4. For any ε > 0, there are Jordan measurable A+ and A−, such that A− ⊂ A ⊂
A+ and µ(A+)− µ(A−) < ε.

Exercise 11.47. Suppose I is a subset containing a point ~a ∈ A and a point ~b ∈ Rn − A.
Prove that there is a point ~c ∈ ∂A on the line segment connecting ~a and ~b. Moreover,
prove that if I is contained in a ball of radius r, then I ⊂ B(~c, 4r). If I is a rectangle (or
a convex set), then 4r can be improved to 2r.

Exercise 11.48. Suppose A and B differ by boundary: A−∂A ⊂ B ⊂ A∪∂A. Prove that if
A is Jordan measurable, then B also Jordan measurable and µ(B) = µ(A). In particular,
the interior A − ∂A and the closure A ∪ ∂A have the same volume as A. Conversely,
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construct a subset A such that both the interior and the closure are Jordan measurable,
but A is not Jordan measurable.

Exercise 11.49. Suppose A ⊂ Rm and B ⊂ Rn are bounded.

1. Prove that µ+(A×B) = µ+(A)µ+(B).

2. Prove that if A has volume 0, then A×B has volume 0.

3. Prove that if µ+(A) 6= 0 and µ+(B) 6= 0, then A × B is Jordan measurable if and
only if A and B are Jordan measurable.

4. Prove that if A and B are Jordan measurable, then µ(A×B) = µ(A)µ(B).

Exercise 11.50. Prove that µ+(∂A) = µ+(A)− µ−(A). This gives another proof that A is
Jordan measurable if and only if ∂A has volume 0.

Exercise 11.51. Prove that the disks in R2 are Jordan measurable by comparing the in-
scribed and circumscribed regular n-gons.

Riemann Sum

Let f(~x) be a bounded function on a Jordan measurable subset A ⊂ Rn. For any
general partition P of A and choices ~x∗I ∈ I, define the Riemann sum

S(P, f) =
∑
I∈P

f(~x∗I)µ(I). (11.5.5)

Definition 11.5.5. A bounded function f(~x) is Riemann integrable on a Jordan
measurable subset A, with Riemann integral J , if for any ε > 0, there is δ > 0, such
that

‖P‖ < δ =⇒ |S(P, f)− J | < ε.

Like the single variable case, define the oscillation

ωA(f) = sup
~x∈A

f(~x)− inf
~x∈A

f(~x). (11.5.6)

Moreover, as suggested by Example 11.5.4, define the region between the graph of
the function and the ~x-plane (y ∈ [f(~x), 0] if f(~x) ≤ 0)

GA(f) = {(~x, y) : ~x ∈ A, y ∈ [0, f(~x)]} ⊂ Rn+1. (11.5.7)

Proposition 11.5.6. Suppose f is a bounded function on a Jordan measurable sub-
set. Then the following are equivalent.

1. f is Riemann integrable.

2. For any ε > 0, there is δ > 0, such that ‖P‖ < δ implies
∑
I∈P ωI(f)µ(I) < ε.

3. For any ε > 0, there is a (general) partition P , such that
∑
I∈P ωI(f)µ(I) < ε.
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4. GA(f) is Jordan measurable.

Moreover, if f ≥ 0, then the Riemann integral of f on A is the (n+ 1)-dimensional
volume of GA(f).

Proof. The reason for the first two statement to be equivalent is the same as the
single variable case. The third statement is a special case of the second.

Assume the third statement. Then the total volume of the “oscillation rect-
angles”

R = ∪[xi−1, xi]×

[
inf

[xi−1,xi]
, sup
[xi−1,xi]

f

]
is < ε. Moreover, the boundary of GA(f) is contained in the union of R, A × 0,
and ∂A× [−b, b], where b is a bound for |f |. By Proposition 11.5.2, ∂A has volume
0. Then by Exercise 11.49, A × 0 and ∂A × [−b, b] have volume 0. Therefore
µ+(∂GA(f)) ≤ µ+(R) < ε. Since ε can be arbitrarily small, ∂GA(f) has volume 0,
and we get the fourth statement.

It remains to prove that the fourth statement implies the second. By Propo-
sition 11.5.2, for any ε > 0, there is δ > 0, such that for any partition of Rn+1

satisfying ‖P‖ < δ, we have µ(GA(f)+
P )− µ(GA(f)−P ) < ε. Then by taking P to be

the product of a partition of A with a partition of R, an argument similar to Ex-
ample 11.5.4 proves the second statement. The argument also shows that, if f ≥ 0,
then the Riemann sum of f on A is arbitrarily close to the volume of GA(f).

The Proposition relates the Riemann integral on Rn to the Jordan measure
on Rn+1. Therefore if we treat the volume theory of the Euclidean space of all di-
mensions at the same time, then the integration theory is equivalent to the measure
theory.

For example, let the “upper half” of Rn+1 to be H+ = {(~x, y) : y ≥ 0} =
Rn × [0,+∞). The similar “lower half” is H−. Then GA(f) = (GA(f) ∩ H+) ∪
(GA(f) ∩H−) is Jordan measurable if and only if

GA(f) ∩H+ = GA(max{f, 0}), GA(f) ∩H− = GA(min{f, 0}),

are Jordan measurable. This means that f is Riemann integrable if and only if
max{f, 0} and min{f, 0} are Riemann integrable, and (see Proposition 11.5.10)∫

A

fdµ =

∫
A

max{f, 0}dµ−
∫
A

min{f, 0}dµ

= µ(GA(f) ∩H+)− µ(GA(f) ∩H−).

Combined with Proposition 11.5.3, we get the following.

Proposition 11.5.7. Suppose f is Riemann integrable on Jordan measurable subsets
A and B. Then f is Riemann integrable on A ∪B and A ∩B, with∫

A∪B
fdµ+

∫
A∩B

fdµ =

∫
A

fdµ+

∫
B

fdµ.
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Example 11.5.5. For the characteristic function χA of a subset A contained in a big rect-
angle I, we have GI(χA) = A× [0, 1] ∪ I × 0. So χA is Riemann integrable if and only if
A× [0, 1] is Jordan measurable, which by Exercise 11.49 is equivalent to that A is Jordan
measurable. The Riemann integral is equal to µn+1(A× [0, 1]) = µn(A).

Exercise 11.52. Prove that Riemann integrability implies Lebesgue integrability, and the
two integrals are equal.

Exercise 11.53. Prove that if µ(A) = 0, then any bounded function is Riemann integrable

on A, with

∫
A

fdµ = 0.

Exercise 11.54. Prove that if

∫
A

fdµ > 0, then there is ε > 0 and Jordan measurable subset

B ⊂ A with µ(B) > 0, such that f > ε on B.

Exercise 11.55. The Thomae function in Examples 2.3.2 and 4.1.5 may be extended to two

variables by R(x, y) =
1

qx
+

1

qy
if x and y are rational numbers with irreducible denomi-

nators qx and qy and R(x, y) = 0 otherwise. Prove that R(x, y) is Riemann integrable on
any Jordan measurable subset, and the integral is 0.

Exercise 11.56. Suppose f is a bounded function on a Jordan measurable subset A. Prove
that f is Riemann integrable if and only if G̊A(f) = {(~x, y) : ~x ∈ A, y ∈ [0, f(~x))} is Jordan
measurable. Moreover, the Riemann integrability of f implies HA(f) = {(~x, f(~x)) : ~x ∈ A}
has volume zero, but the converse is not true.

Exercise 11.57. Suppose f ≤ g ≤ h on a Jordan measurable subset A. Prove that if f and

h are Riemann integrable, with

∫
A

fdµ =

∫
A

hdµ, then g is also Riemann integrable.

Exercise 11.58. Prove that if f is Riemann integrable on Jordan measurable subset A, then
f is Riemann integrable on any Jordan measurable subset contained in A.

Exercise 11.59. Extend the Riemann integral to a map F : A ⊂ Rn → Rm on a Jordan
measurable subset A. Define the oscillation ωA(F ) = sup~x,~y∈A ‖F (~x)− F (~y)‖.

1. Prove that F is Riemann integrable if and only if its coordinate functions are Rie-
mann integrable, and the coordinates of the Riemann integral of F are the Riemann
integrals of the coordinates of F .

2. Prove that F is Riemann integrable if and only if for any ε > 0, there is δ > 0, such
that ‖P‖ < δ implies

∑
I∈P ωI(F )µ(I) < ε.

3. Prove that F is Riemann integrable if and only if for any ε > 0, there is P , such
that

∑
I∈P ωI(F )µ(I) < ε.

4. Prove

∥∥∥∥∫
A

F (~x)dµ

∥∥∥∥ ≤ ∫
A

‖F (~x)‖dµ ≤
(

sup
~x∈A
‖F (~x)‖

)
µ(A).

Proposition 4.1.4 may be extended.
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Proposition 11.5.8. Bounded and continuous maps are Riemann integrable on Jor-
dan measurable subsets.

Like the earlier result, the proof is based on the uniform continuity. Although
A may not be compact, A is approximated by A−P from inside, which is compact.
Then adding estimations on A−P and on A − A−P together verifies the Riemann
integrability.

Proposition 4.1.5 cannot be extended in general because there is no monotonic-
ity concept for multivariable functions. With basically the same proof, Proposition
4.1.6 can be extended.

Proposition 11.5.9. Suppose F : Rn → Rm is a Riemann integrable map on a Jor-
dan measurable subset A. Suppose Φ is a uniformly continuous map on the values
F (A) of F . Then the composition Φ ◦ F is Riemann integrable on A.

The Riemann integrability of F means the integrability of coordinate func-
tions. See Exercise 11.59.

Propositions 4.3.1 and 4.3.2 can also be extended, by the same argument.

Proposition 11.5.10. Suppose f and g are Riemann integrable on a Jordan mea-
surable subset A.

1. The linear combination af +bg and the product fg are Riemann integrable on

A, and

∫
A

(af + bg)dµ = a

∫
A

fdµ+ b

∫
A

gdµ.

2. If f ≤ g, then

∫
A

fdµ ≤
∫
A

gdµ. Moreover,

∣∣∣∣∫
A

fdµ

∣∣∣∣ ≤ ∫
A

|f |dµ.

Fubini Theorem

Theorem 11.5.11 (Fubini Theorem). Suppose f(~x, ~y) is Riemann integrable on A×
B, where A and B are Jordan measurable. Suppose for each fixed ~y, f(~x, ~y) is

Riemann integrable on A. Then

∫
A

f(~x, ~y)dµ~x is Riemann integrable on B, and

∫
A×B

f(~x, ~y)dµ~x,~y =

∫
B

(∫
A

f(~x, ~y)dµ~x

)
dµ~y.

The equality of the Fubuni theorem follows from the Lebesgue integral. The
issue here is really about integrability.
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Proof. Let g(~y) =

∫
A

f(~x, ~y)dµ~x. For partitions P and Q of A and B, we have

S(P ×Q, f) =
∑

I∈P, J∈Q
f(~x ∗I , ~y

∗
J )µ~x(I)µ~y(J) =

∑
J∈Q

S(P, f(~x, ~y ∗J ))µ~y(J),

S(Q, g) =
∑
J∈Q

g(~y ∗J )µ~y(J) =
∑
J∈Q

(∫
A

f(~x, ~y ∗J )dµ~x

)
µ~y(J).

Since f is Riemann integrable on A × B, for any ε > 0, there is δ > 0, such that
‖P‖ < δ, ‖Q‖ < δ implies∣∣∣∣S(P ×Q, f)−

∫
A×B

f(~x, ~y)dµ~x,~y

∣∣∣∣ < ε.

Fix one partition Q satisfying ‖Q‖ < δ and fix one choice of ~y ∗J . Then there
is δ ≥ δ′ > 0, such that ‖P‖ < δ′ implies∣∣∣∣S(P, f(~x, ~y ∗J ))−

∫
A

f(~x, ~y ∗J )dµ~x

∣∣∣∣ < ε

for all (finitely many) J ∈ Q. This further implies

|S(P ×Q, f)− S(Q, g)| ≤
∑
J∈Q

∣∣∣∣S(P, f(~x, ~y ∗J ))−
∫
A

f(~x, ~y ∗J )dµ~x

∣∣∣∣µ~y(J)

≤
∑
J∈Q

εµ~y(J) = εµ~y(B).

Then for ‖P‖ < δ′, ‖Q‖ < δ′, we have∣∣∣∣S(Q, g)−
∫
A×B

f(~x, ~y)dµ~x,~y

∣∣∣∣
≤ |S(P ×Q, f)− S(Q, g)|+

∣∣∣∣S(P ×Q, f)−
∫
A×B

f(~x, ~y)dµ~x,~y

∣∣∣∣
< εµ~y(B) + ε.

Therefore g is Riemann integrable, and

∫
B

gdµ~y =

∫
A×B

f(~x, ~y)dµ~x,~y.

Example 11.5.6. The two variable Thomae function in Exercise 11.55 is Riemann inte-

grable. However, for each rational y, we have R(x, y) ≥ 1

qy
> 0 for rational x and

R(x, y) = 0 for irrational x. By the reason similar to the non-integrability of the Dirichlet

function, f(x, y) is not integrable in x. Thus the repeated integral

∫ (∫
R(x, y)dx

)
dy

does not exist. The other repeated integral also does not exist for the same reason.
Note that since Riemann integrability is not changed if the function is modified on

a subset of volume 0, Fubini Theorem essentially holds even if those ~y for which f(~x, ~y) is
not Riemann integrable in ~x form a subset of volume zero. Unfortunately, this is not the
case for the two variable Thomae function, because the subset of rational numbers does
not have volume zero.
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Example 11.5.7. If f(~x, ~y) is Riemann integrable on A×B, f(~x, ~y) is Riemann integrable
on A for each fixed ~y, and f(~x, ~y) is Riemann integrable on B for each fixed ~x, then by
Fubini Theorem, the two repeated integrals are the same∫

A

(∫
B

f(~x, ~y)dµ~y

)
dµ~x =

∫
B

(∫
A

f(~x, ~y)dµ~x

)
dµ~y.

However, if two repeated integrals exist and are equal, it does not necessarily follow that
the function is Riemann integrable.

Consider

S =

{(
k

p
,
l

p

)
: 0 ≤ k, l ≤ p, p is a prime number

}
.

The section Sx = {y : (x, y) ∈ S} is empty for any irrational x and is finite for any rational
x. As a result, the section has volume 0 for any x. The same holds for the sections Sy.
On the other hand, for any rectangular partition P of [0, 1]2, we have S+

P = [0, 1]2 because
S is dense in [0, 1]2, and S−P = ∅ because S contains no rectangles. Therefore µ(S+

P ) = 1,
µ(S−P ) = 0, and S is not Jordan measurable.

By Example 11.5.5, a subset is Jordan measurable if and only if its characteristic
function is Riemann integrable. Therefore in terms of χS , the two repeated integrals∫ (∫

χS(x, y)dy

)
dx and

∫ (∫
χS(x, y)dx

)
dy exist and are equal to 0, but the double

integral

∫
χS(x, y)dxdy does not exist.

Exercise 11.60. Study the existence and the equalities between the double integral and the
repeated integrals.

1. f(x, y) =

{
1, if x is rational,

2y, if x is irrational,
on [0, 1]× [0, 1].

2. f(x, y) =

{
1, if x is rational,

2y, if x is irrational,
on [0, 1]× [0, 2].

3. f(x, y) =

{
1, if x, y are rational,

0, otherwise.

4. f(x, y) =

{
R(x), if x, y are rational,

0, otherwise,
where R(x) is the Thomae function in Ex-

ample 2.3.2.

5. f(x, y) =

1, if x =
1

n
, n ∈ N and y is rational,

0, otherwise.

6. f(x, y) =


1, if x =

1

n
, n ∈ N and y is rational,

1, if x is rational and y =
1

n
, n ∈ N,

0, otherwise.

Exercise 11.61. Suppose f(~x) and g(~y) are bounded functions on Jordan measurable A and
B.
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1. Prove that if f(~x) and g(~y) are Riemann integrable, then f(~x)g(~y) is Riemann

integrable, and

∫
A×B

f(~x)g(~y)dµ~x,~y =

∫
A

f(~x)dµ~x

∫
B

g(~y)dµ~y.

2. Prove that if f(~x) is Riemann integrable and

∫
A

fdµ 6= 0, then f(~x)g(~y) is Riemann

integrable if and only if g(~y) is Riemann integrable.

Exercise 11.62. Directly prove the measure version of the Fubini Theorem: If A ⊂ Rm×Rn
is Jordan measurable, such that the section A~x = {~y : (~x, ~y) ∈ A} is Jordan measurable

for each ~x, then µ(A~x) is Riemann integrable, and µ(A) =

∫
µ(A~x)dµ~x.

1. Let P and Q be a partitions of Rm and Rn. Prove that ~x ∈ I ∈ P implies
∪J∈Q, I×J⊂AJ ⊂ A~x ⊂ ∪J∈Q, I×J∩A 6=∅J .

2. Choose ~x ∗I ∈ I for every I ∈ P , such that A~x ∗
I

are all Jordan measurable. Prove

that |S(P, µn(A~x))− µm+n(A)| ≤ µm+n(A+
P×Q)− µm+n(A−P×Q).

3. Prove that if f(~x) is Riemann integrable and

∫
A

fdµ 6= 0, then f(~x)g(~y) is Riemann

integrable if and only if g(~y) is Riemann integrable.

Exercise 11.63. By using the equivalence between the Riemann integral of f and the volume
of G(f), derive the Fubini Theorem for Riemann integrals from the Fubuni theorem for
the Jordan measure.

11.6 Additional Exercise
Fubini Theorem for Jordan Measurable Subset

In the Lebesgue measure theory, the Fubini Theorem for integrals (Theorem 11.3.4) was
derived from the Fubini Theorem for measurable subsets (Proposition 11.3.3). We try to
do the same for the Jordan measure.

Let A ⊂ Rm×Rn be a subset. For any ~x ∈ Rm, define the section A~x = {~y : (~x, ~y) ∈
A}. Let P and Q be partitions of Rm and Rn.

Exercise 11.64. For ~x ∈ I ∈ P , prove that

∪J∈Q,I×J⊂AJ ⊂ A~x ⊂ ∪J∈Q,I×J∩A6=∅J.

Exercise 11.65. Prove that

I × (∪J∈Q,I×J⊂AJ) = A−P×Q ∩ I × Rn, I × (∪J∈Q,I×J∩A 6=∅J) = A+
P×Q ∩ I × Rn.

Exercise 11.66. For any choice ~x ∗I ∈ I for every I ∈ P , prove that

A−P×Q ⊂ ∪I∈P I ×A~x ∗I ⊂ A
+
P×Q.

Exercise 11.67. Suppose A is Jordan measurable. Suppose ~x ∗I ∈ I are chosen for every
I ∈ P , such that A~x ∗

I
are all Jordan measurable. Prove that

|S(P, µn(A~x))− µm+n(A)| ≤ µm+n(A+
P×Q)− µm+n(A−P×Q).
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Exercise 11.68. Prove the Jordan measure version of the Fubini Theorem: If A ⊂ Rm×Rn
is Jordan measurable, such that the section A~x is Jordan measurable for each ~x, then

µ(A~x) is Riemann integrable, and µ(A) =

∫
µ(A~x)dµ~x.

Exercise 11.69. By using the equivalence between the Riemann integral of f and the volume
of G(f), derive the Fubini Theorem for Riemann integrals from the Fubuni theorem for
the Jordan measure.
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12.1 Radon-Nikodym Theorem
For a non-negative integrable function f on a measure space (X,Σ, µ), by Proposi-
tion 10.3.9 (also see Exercise 10.39),

ν(A) =

∫
A

fdµ (12.1.1)

is a measure on the σ-algebra Σ. This suggests that we may sometimes compare
measures and regard f as the “derivative” of ν with respect to µ.

The consideration does not have to be restricted to non-negative f only. For
general integrable f , we may get a measure with possibly negative value.

Definition 12.1.1. A signed measure on a σ-algebra Σ is a function ν on Σ satisfying
the following properties.

1. Empty Set: ν(∅) = 0.

2. Countable Additivity: If Ai ∈ Σ are disjoint, then ν(tAi) =
∑
ν(Ai).

3. Infinity: ν cannot take both +∞ and −∞ as values.

In the second property, the sum
∑
ν(Ai) must converge absolutely if ν(tAi)

is finite. It also implies that, if A ⊂ B and µ(B) is finite, then µ(A) is finite.
The third property allows ν to have extended value. However, the choice of

infinity value is restricted so that the additivity still makes sense. In particular, if
ν(tAi) = +∞, then

∑
ν(Ai) diverges to +∞. This means that the sum of negative

terms converges and the sum of positive terms is +∞.

Exercise 12.1. Suppose ν1 and ν2 are signed measures on the same σ-algebra Σ on X. If
both do not take −∞ value, prove that ν1 + ν2 is a signed measure. Moreover, if ν1 and
ν2 are σ-finite, then ν1 + ν2 is σ-finite.

Exercise 12.2. Suppose f is a measurable function. If ν(A) =

∫
A

fdµ has finite lower bound

(but may take +∞ value), prove that ν is a signed measure. Moreover, if µ is σ-finite and
µ({x : f(x) = +∞}) = 0, prove that ν is σ-finite.

Hahn Decomposition

Theorem 12.1.2. Suppose ν is a signed measure on a σ-algebra Σ on a set X. Then
there is a disjoint union X = X+ tX− with X+, X− ∈ Σ, such that

A ⊂ X+, A ∈ Σ =⇒ ν(A) ≥ 0,

A ⊂ X−, A ∈ Σ =⇒ ν(A) ≤ 0.

The decomposition X = X+ tX− in the theorem is called a Hahn decompo-
sition of the signed measure.
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Proof. We call Y ∈ Σ a positive subset if it satisfies

A ⊂ Y, A ∈ Σ =⇒ ν(A) ≥ 0.

The subset X+ should be in some sense a maximal positive subset.
Suppose Z ∈ Σ satisfies +∞ > ν(Z) > 0. We will find a positive subset

Y ⊂ Z, by deleting some subsets of negative measure from Z. Let n1 be the
smallest natural number, such that there is Z1 ∈ Σ satisfying

Z1 ⊂ Z, ν(Z1) < − 1

n1
.

Let n2 be the smallest natural number, such that there is Z2 ∈ Σ satisfying

Z2 ⊂ Z − Z1, ν(Z2) < − 1

n2
.

Inductively, we have Zk ∈ Σ satisfying

Zk ⊂ Z − Z1 t · · · t Zk−1, ν(Zk) < − 1

nk
.

Moreover, nk being smallest means that any measurable

A ∈ Σ, A ⊂ Z − Z1 t · · · t Zk−1 =⇒ ν(A) ≥ − 1

nk − 1
.

Let Y = Z −tZk. Then ν(Z) = ν(Y ) +
∑
ν(Zk) by the countable additivity.

Since ν(Z) is finite,
∑
ν(Zk) absolutely converges, and by the comparison test

(Proposition 5.2.1),
∑ 1

nk
also converges. On the other hand, for any k we have

A ∈ Σ, A ⊂ Y =⇒ A ⊂ Z − Z1 t · · · t Zk−1 =⇒ ν(A) ≥ − 1

nk − 1
.

The convergence of
∑ 1

nk
implies limk→∞

1

nk − 1
= 0, and the above further implies

ν(A) ≥ 0. This proves that Y is a positive subset, and ν(Y ) ≥ ν(Z) > 0.
Suppose ν does not take +∞ as value. Let

b = sup{ν(Y ) : Y is a positive subset}.

If b = 0, then the theorem holds for X+ = ∅ and X− = X. If b > 0, then we have
lim ν(Yk) = b for a sequence of positive subsets Yk. By the countable additivity,
it is easy to see that X+ = ∪Yk is a positive subset satisfying ν(X+) ≥ ν(Yk).
This implies ν(X+) = b. Now we need to show that X− = X − X+ contains no
subsets of positive measure. If there is Z ⊂ X− with ν(Z) > 0, then there is a
positive subset Y ⊂ Z with ν(Y ) > 0. The union X+ ∪ Y is still positive, with
ν(X+ ∪ Y ) = ν(X+) + ν(Y ) > ν(X+) = b. This contradicts with the definition of
b. Therefore we conclude that X− contains no subset of positive measure.

If ν does not take −∞ as value, then −ν does not take +∞ as value. The
decomposition for −ν is also the decomposition for ν, with the positive and negative
parts exchanged.
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Exercise 12.3. Prove the uniqueness of Hahn decomposition: If two decompositions X =
X+tX− = Y +tY − satisfy the properties of Theorem 12.1.2, then any measurable subset
of X+ ∩ Y − = X+ − Y + = Y − − X− or X− ∩ Y + = X− − Y − = Y + − X+ has zero
measure.

Exercise 12.4. Suppose two signed measures ν and ν′ satisfy ν(A) ≥ ν′(A) for any measur-
able A. Will ν have bigger X+ and smaller X− in the Hahn decomposition (up to subsets
of measure zero as described in Exercise 12.3)?

Jordan Decomposition

From the Hahn decomposition, we get a decomposition of the signed measure

ν = ν+ − ν−, ν+(A) = ν(A ∩X+), ν−(A) = −ν(A ∩X−).

The measures ν+ and ν− are independent in the following strong sense.

Definition 12.1.3. Two (signed) measures ν and ν′ are mutually singular, denoted
ν ⊥ ν′, if there is a measurable decomposition X = Y t Y ′, such that ν(A) = 0 for
any measurable A ⊂ Y ′ and ν′(A) = 0 for any measurable A ⊂ Y .

Exercise 12.5 shows that the decomposition of a signed measure into the dif-
ference of mutually singular measures is unique. We call ν = ν+ − ν− the Jordan
decomposition, and may further define the absolute value of signed measure

|ν|(A) = ν+(A) + ν−(A) = ν(A ∩X+)− ν(A ∩X−).

Example 12.1.1. If ν is given by (12.1.1), then the subset X+ in the Hahn decomposition
can be any measurable subset between f−1[0,+∞) and f−1(0,+∞). Its complement X−

can be any measurable subset between f−1(−∞, 0) and f−1(−∞, 0]. Correspondingly, the
Jordan decomposition is given by

ν+(A) =

∫
A∩f−1[0,+∞)

fdµ =

∫
A∩f−1(0,+∞)

fdµ =

∫
A

f+dµ,

ν−(A) =

∫
A∩f−1(−∞,0]

fdµ =

∫
A∩f−1(−∞,0)

fdµ =

∫
A

f−dµ.

The absolute value is

|ν|(A) =

∫
A

|f |dµ.

Example 12.1.2. Consider the Lebesgue-Stieltjes measure µκ induced by the Cantor func-
tion κ in Example 11.4.5. Since κ is constant on any interval I ⊂ [0, 1] − K, we have
µκ(I) = 0. Since [0, 1]−K is a countable union of such intervals, we get µκ([0, 1]−K) = 0.
On the other hand, we have µ(K) = 0. Therefore [0, 1] = Kt([0, 1]−K) is a decomposition
that gives the mutually singular relation µκ ⊥ µ.

Exercise 12.5. Suppose ν is a signed measure, with Hahn decomposition X = X+ t X−.
Suppose ν = ν+ − ν−, and ν+, ν− are mutually singular with respect to X = Y + t Y −.
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1. Prove that ν(A) = ν+(A) = ν−(A) = 0 for any A ⊂ X+ ∩ Y − as well as any
A ⊂ X− ∩ Y +.

2. Prove that ν+(A) = ν(A ∩X+) and ν−(A) = ν(A ∩X−).

This proves the uniqueness of Jordan decomposition.

Exercise 12.6. Suppose ν is a signed measure, with Hahn decomposition X = X+ t X−.
Suppose ν = µ+ − µ− for measures µ+ and µ−.

1. Prove that ν+(A) ≤ µ+(A) for A ⊂ X+ and ν−(A) ≤ µ−(A) for A ⊂ X−.

2. Prove that |ν|(A) ≤ µ+(A) + µ−(A) for general measurable A.

3. Prove that if |ν|(A) = µ+(A) + µ−(A) <∞ for some measurable A, then ν+(B) =
µ+(B) and ν−(B) = µ−(B) for any measurable B ⊂ A.

This shows that the Jordan decomposition is the “most efficient” in the sense of Proposition
4.6.2.

Exercise 12.7. Suppose µ is a semi-finite measure. Prove that ν(A) =

∫
A

fdµ and ν′(A) =∫
A

gdµ are mutually singular if and only if fg = 0 almost everywhere.

Radon-Nikodym Theorem

The integral of a measurable function gives a signed measure (12.1.1). Conversely,
we would like to ask whether a signed measure is given by an integral. The following
is a necessary condition.

Definition 12.1.4. A signed measure ν is absolutely continuous with respect to a
measure µ, denoted ν � µ, if

µ(A) = 0 =⇒ ν(A) = 0.

The simple condition actually implies more in case ν is finite.

Proposition 12.1.5. If a signed measure ν is absolutely continuous with respect to a
measure µ, and ν(X) < +∞, then for any ε > 0, there is δ > 0, such that µ(A) < δ
implies |ν(A)| < ε.

In case µ is σ-finite, the proposition is a consequence of Exercise 10.29 and
the subsequent Theorem 12.1.6. Our proof of the proposition is more general and
does not use the subsequent theorem.

Proof. The absolute continuity of ν implies the absolute continuity of ν+(A) =
ν(A ∩X+) and ν−(A) = ν(A ∩X−). So we only need to consider the case ν is a
measure.

Suppose there is ε > 0, such that for any n, there is measurable An satisfying

µ(An) <
1

2n
and ν(An) ≥ ε. Then Bn = ∪i>nAi is a decreasing sequence satisfying
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µ(Bn) ≤
∑
i>n µ(Ai) <

1

2n
and ν(Bn) ≥ ν(An+1) ≥ ε. Since ν(X) is finite, by the

monotone limit property in Proposition 9.4.4, the intersection C = ∩Bn satisfies

ν(C) = limn→∞ ν(Bn) ≥ ε. Moreover, µ(C) ≤ µ(Bn) <
1

2n
for all n implies

µ(C) = 0. This contradicts the absolute continuity of ν with respect to µ.

Exercise 12.8. Prove properties of absolutely continuous measures.

1. µ� |µ|.
2. ν � µ and µ� λ =⇒ ν � λ.

3. |ν| � µ =⇒ ν � µ.

4. ν � µ =⇒ ν � |µ|.
5. ν � µ and ν′ � µ =⇒ ν + ν′ � µ.

Exercise 12.9. Prove properties of mutually singular and absolutely continuous measures.

1. ν ⊥ µ and ν � µ =⇒ ν = 0.

2. ν ⊥ µ and ν′ ⊥ µ =⇒ ν + ν′ ⊥ µ.

3. ν ⊥ µ ⇐⇒ ν ⊥ |µ| ⇐⇒ |ν| ⊥ |µ|.
4. ν � µ and µ ⊥ µ′ =⇒ ν ⊥ µ′.

Exercise 12.10. Show that Proposition 12.1.5 fails if ν(X) is not finite. Even σ-finite is not
enough.

The absolute continuity turns out to be sufficient for a signed measure to be
given by (12.1.1).

Theorem 12.1.6 (Radon-Nikodym Theorem). Suppose (X,Σ, µ) is a σ-finite measure
space. Suppose ν is a signed measure on Σ. If ν is absolutely continuous with respect
to µ, then there is a measurable (perhaps extended valued) function f , such that ν
is the integral of f with respect to µ.

Exercise 12.11 shows that the the function f in the theorem is unique. Exer-
cises 12.36 to 12.39 give another proof of the theorem under stronger assumption.

Proof. First assume µ(X) is finite. For any number a, let X = X+
a t X−a be a

Hahn decomposition of ν − aµ. The function f can be constructed by the fact that
f−1[a,+∞) ⊃ X+

a ⊃ f−1(a,+∞).
For a > b, X+

a should be almost contained in X+
b in the sense that X+

a −X+
b

should have zero measure. In fact, we claim that

a > b, A ⊂ X+
a −X+

b , A ∈ Σ =⇒ µ(A) = ν(A) = 0. (12.1.2)

For A ⊂ X+
a − X+

b , we have (ν − aµ)(A) ≥ 0 by A ⊂ X+
a and (ν − bµ)(A) ≤ 0

by A ⊂ X−b . Therefore aµ(A) ≤ ν(A) ≤ bµ(A). Since a > b and µ is finite and
non-negative, we get µ(A) = ν(A) = 0.
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The property (12.1.2) allows us to assume

a > b =⇒ X+
a ⊂ X+

b . (12.1.3)

This can be achieved by replacing X+
a with ∪r≥a,r∈QX+

r . Strictly speaking, we
need to verify that ∪r≥a,r∈QX+

r can be used as the positive subset in the Hahn
decomposition for ν − aµ. On the one hand, we have

A ⊂ X+
r , r ≥ a =⇒ A−X+

a ⊂ X+
r −X+

a , r ≥ a
=⇒ (ν − aµ)(A−X+

a ) = 0

=⇒ (ν − aµ)(A) = (ν − aµ)(A ∩X+
a ) ≥ 0,

where the second implication is by (12.1.2). By countable additivity, we then get

A ⊂ ∪r≥a,r∈QX+
r =⇒ (ν − aµ)(A) ≥ 0.

On the other hand, we have

A ∩ (∪r≥a,r∈QX+
r ) = ∅ =⇒ A ∩X+

r = ∅ for any rational r ≥ a
=⇒ (ν − rµ)(A) ≤ 0 for any rational r ≥ a
=⇒ (ν − aµ)(A) ≤ 0.

This justifies the use of ∪r≥a,r∈QX+
r as the positive subset in the Hahn decompo-

sition for ν − aµ.
Under the assumption (12.1.3), we define

f(x) = sup{a : x ∈ X+
a }.

Then we have

f(x) > b ⇐⇒ x ∈ X+
a for some a > b

⇐⇒ x ∈ X+
r for some rational r > b,

where the second equivalence uses (12.1.3) and may be obtained by choosing any
rational r satisfying a > r > b. The equivalence means

f−1(b,+∞) = ∪r>b,r∈QX+
r . (12.1.4)

In particular, f is measurable.
There are two technical problems about the definition of f . The first is that

f would take value +∞ on Y = ∩r∈QX+
r . For any measurable A ⊂ Y , we have

ν(A) ≥ rµ(A) for all r ∈ Q. This means that either µ(A) = 0 or µ(A) > 0 and
ν(A) = +∞.

The second problem is that f would take value −∞ on Z = ∩r∈QX−r =
X − ∪r∈QX+

r . For any measurable A ⊂ Z, we have ν(A) ≤ rµ(A) for all r ∈ Q.
Since µ(A) is finite, this means that either µ(A) = 0 or µ(A) > 0 and ν(A) = −∞.

The signed measure ν cannot take both +∞ and −∞ as values. If ν does not
take −∞ as value, then we must have µ(Z) = 0, and we may take f = +∞ on Y
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and f = 0 on Z. If ν does not take +∞ as value, then we must have µ(Y ) = 0, and
we may take f = 0 on Y and f = −∞ on Z.

It remains to prove (12.1.1). This follows from the estimation of the ν-measure
of measurable subsets A ⊂ f−1(a, b]. By (12.1.3) and (12.1.4), we have

A ⊂ f−1(a,+∞) =⇒ A ⊂ X+
a =⇒ ν(A) ≥ aµ(A).

By (12.1.4), we also have

A ∩ f−1(b,+∞) = ∅ =⇒ A ∩X+
r = ∅ for any rational r > b

=⇒ ν(A) ≤ rµ(A) for any rational r > b

=⇒ ν(A) ≤ bµ(A).

Combining the two estimations, we get

A ⊂ f−1(a, b] = f−1(a,+∞)− f−1(b,+∞) =⇒ aµ(A) ≤ ν(A) ≤ bµ(A). (12.1.5)

If A ∈ Σ is disjoint from Y and Z, then for any (infinite) partition Π of R, we
get a partition of A

A = ti∈ZAi, Ai = A ∩ f−1(ci−1, ci], (ci−1, ci] ∈ Π.

Since ci−1 < f ≤ ci on Ai, we have

ci−1µ(Ai) ≤
∫
Ai

fdµ ≤ ciµ(Ai).

By (12.1.5), we also have

ci−1µ(Ai) ≤ ν(Ai) ≤ ciµ(Ai).

Therefore∣∣∣∣ν(A)−
∫
A

fdµ

∣∣∣∣ ≤∑∣∣∣∣ν(Ai)−
∫
Ai

fdµ

∣∣∣∣ ≤∑(ci − ci−1)µ(Ai) ≤ ‖Π‖µ(A).

Since µ(A) is finite, this proves (12.1.1) for A disjoint from Y and Z.
Now we verify (12.1.1) for measurable A ⊂ Y . The first case is µ(Z) = 0 and

f = +∞ on Y . If µ(A) = 0, then ν(A) = 0 by the absolute continuity assumption,

and we get ν(A) = 0 =

∫
A

fdµ. If µ(A) > 0, then we know ν(A) = +∞, and we get

ν(A) = +∞ =

∫
A

fdµ. The second case is µ(Y ) = 0 and f = 0 on Y . Since µ is a

measure, we get µ(A) = 0. By absolute continuity assumption, we have ν(A) = 0.

Therefore ν(A) = 0 =

∫
A

fdµ.

The equality (12.1.1) can be similarly verified for measurable A ⊂ Z. Then

by decomposing ν(A) and

∫
A

fdµ according to A = (A−Y −Z)t(A∩Y )t(A∩Z),

we prove the equality in general.
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We proved the theorem under the assumption that µ(X) is finite. For σ-finite
µ, we have a countable disjoint union X = tXi with all µ(Xi) finite. By adding
the conclusion of the theorem on each Xi together, we prove the theorem for the
σ-finite µ.

Example 12.1.3. Let µ and ν be the counting measure and the Lebesgue measure on R.
Then µ(A) = 0 implies A = ∅, so that ν(A) = 0. Therefore ν is absolutely continuous with

respect to µ. However, by Exercise 10.22, there is no function f satisfying ν(A) =

∫
A

fdµ.

This shows the necessity of the σ-finite condition in the Radon-Nikodym Theorem.

Suppose µ and ν only takes finite non-negative values. Then the function f
in the Radon-Nikodym Theorem should be the “upper bound” of the non-negative
measurable functions satisfying

ν(A) ≥
∫
A

fdµ for any measurable A. (12.1.6)

The subsequent exercises make use of the idea and give another proof of the Radon-
Nikodym Theorem.

Exercise 12.11. Suppose f and g are extended valued measurable functions, such that∫
A

fdµ =

∫
A

gdµ for any measurable subset A. Prove that if µ is σ-finite, then f = g

almost everywhere. Explain that the σ-finite condition is necessary.

Exercise 12.12. Suppose f is an extended valued measurable function, such that ν(A) =∫
A

fdµ is a σ-finite signed measure. Prove that the subset on which f = ±∞ has zero

measure. This means that we may modify f not to take any infinity value.

Differentiation of Measure

Definition 12.1.7. Suppose µ is a signed measure and ν is a measure on the same
σ-algebra Σ. If there is a measurable function f , such that

ν(A) =

∫
A

fdµ

for any measurable A, then ν is differentiable with respect to µ, and
dν

dµ
= f is the

Radon-Nikodym derivative.

The Radon-Nikodym Theorem says that, if µ is σ-finite, then ν is differentiable
with respect to µ if and only if ν is absolutely continuous with respect to µ. Example
12.1.3 shows that the Radon-Nikodym derivative for absolutely continuous measures
may not exist in general.
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Proposition 12.1.8. Suppose a σ-finite measure ν is differentiable with respect to a

measure µ, and f =
dν

dµ
is the Radon-Nikodym derivative. Then g is integrable with

respect to ν if and only if gf is integrable with respect to µ, and∫
gdν =

∫
gfdµ.

Define the integral with respect to a signed measure ν by using the Jordan
decomposition ∫

gdν =

∫
gdν+ −

∫
gdν−.

In particular, the integrability means the integrability of the two integrals on the

right, which further means the integrability of all four

∫
g±dν±. The definition can

also be extended to allow ±∞ values, and the expressions such as (+∞)− c = +∞
or (+∞)− (−∞) = +∞ are allowed on the right. Then Proposition 12.1.8 extends
to σ-finite ν.

Proof. We first consider the case ν(X) is finite, and g does not take ±∞ as value.
Since ν is non-negative, we can also assume f ≥ 0. For any (infinite) partition Π of
R, because g does not take ±∞, we get a partition

X = ti∈ZAi, Ai = g−1(ci−1, ci], (ci−1, ci] ∈ Π.

By ci−1 < g ≤ ci on Ai and ν ≥ 0, we get

ci−1ν(Ai) ≤
∫
Ai

gdν ≤ ciν(Ai).

By f ≥ 0, we also have

ci−1ν(Ai) ≤
∫
Ai

ci−1fdµ ≤
∫
Ai

gfdµ ≤
∫
Ai

cifdµ ≤ ciν(Ai).

Therefore∣∣∣∣∫ gdν −
∫
gfdµ

∣∣∣∣ ≤∑∣∣∣∣∫
Ai

gdν −
∫
Ai

gfdµ

∣∣∣∣ ≤∑(ci − ci−1)ν(X) ≤ ‖Π‖ν(X).

Since ν(X) is finite, we get

∫
gdν =

∫
gfdµ.

The equality extends to σ-finite ν, by expressing the integrals into a sum of
integrals on subsets with finite ν-measure.

It remains to consider the possibility that g might take +∞ value. In other

words, assume g = +∞ on measurable A. We need to show that

∫
A

gdν =

∫
A

gfdµ.

First consider ν(A) > 0. By g = +∞ on A, we get

∫
A

gdν = +∞. On the

other hand, for B = {x ∈ A : f(x) > 0}, we have

∫
B

fdµ =

∫
A

fdµ = ν(A) > 0.



12.1. Radon-Nikodym Theorem 475

This implies µ(B) > 0. By gf = +∞ on B and gf = 0 on A − B, we get∫
A

gfdµ ≥
∫
B

gfdµ = +∞. We conclude that

∫
A

gdν = +∞ =

∫
A

gfdµ in case

ν(A) > 0.

Next consider ν(A) = 0. We have

∫
A

gdν = 0. On the other hand, for

B = {x ∈ A : f(x) > 0} above, we have

∫
B

fdµ =

∫
A

fdµ = ν(A) = 0. This implies

µ(B) = 0. By gf = 0 on A−B and µ(B) = 0, we get

∫
A

gfdµ =

∫
B

gfdµ = 0. We

conclude that

∫
A

gdν = 0 =

∫
A

gfdµ in case ν(A) = 0.

Exercise 12.13. Prove the properties of the Radon-Nikodym derivative

d(λ+ ν)

dµ
=
dλ

dµ
+
dν

dµ
,

d(cν)

dµ
= c

dν

dµ
,

d|ν|
dµ

=

∣∣∣∣dνdµ
∣∣∣∣ , dλ

dµ
=
dλ

dν

dν

dµ
.

The equalities hold almost everywhere.

Exercise 12.14. Suppose a measure ν is differentiable with respect to another measure µ,

and the Radon-Nikodym derivative
dν

dµ
> 0. Prove that µ is also absolutely continuous

with respect to ν. Moreover, if µ is differentiable with respect to ν, then

dν

dµ
=

(
dµ

dν

)−1

almost everywhere.

Lebesgue Decomposition

The mutually singular property and the absolutely continuous property are two
extreme relations between a signed measure ν and a measure µ. In general, the
relation between the two is something in between.

Theorem 12.1.9. Suppose µ is a measure and ν is σ-finite signed measure. Then
there are unique signed measures ν0 and ν1, such that

ν = ν0 + ν1, ν0 ⊥ µ, ν1 � µ.

The Lebesgue decomposition may not exist without the σ-finite assumption.

Proof. First consider the case ν is a measure, i.e., ν(A) ≥ 0 for all measurable A.
The failure of ν � µ is due to the possibility of µ(A) = 0 and ν(A) > 0. We
try to show that such failure can be gathered into a measurable subset X0. Then
within the complement X1 = X −X0, we expect ν � µ happens. The restrictions
ν0(A) = ν(A ∩ X0) and ν1(A) = ν(A ∩ X1) should give the decomposition in the
theorem.
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The property µ(A) = 0 and ν(A) > 0 is the same as (ν − nµ)(A) > 0 for any
n ∈ N. Therefore by Theorem 12.1.2, we have Hahn decomposition X = Y +

n t Y −n
for ν − nµ. Then we take X0 = ∩Y +

n and X1 = X −X0 = ∪Y −n .
Assume ν(X) is finite. Then for any measurable A ⊂ X0, we have 0 ≤

nµ(A) < ν(A) ≤ ν(X) for any n. Since ν(X) is a fixed finite number, this implies
that µ(A) = 0, and further implies that the measure ν0(A) = ν(A ∩ X0) and µ
are mutually singular via the decomposition X = X0 t X1. On the other hand,
if A ⊂ X1, then we can write A = tAn with An ⊂ Y −n . By An ⊂ Y −n , we have
nµ(An) ≥ ν(An) ≥ 0. Therefore

µ(A) = 0 =⇒ µ(An) = 0 =⇒ ν(An) = 0 =⇒ ν(A) =
∑

ν(An) = 0.

This shows that the measure ν1(A) = ν(A ∩ X1) is absolutely continuous with
respect to µ.

Assume ν is σ-finite. Then we have X = tXi, such that ν(Xi) < +∞. We
have Lebesgue decomposition ν = νi0 + νi1 for the restrictions of the measures to
measurable subsets in Xi. Then ν0(A) =

∑
νi0(A∩Xi) and ν1(A) =

∑
νi1(A∩Xi)

give the Lebesgue decomposition on X.
Assume ν is a σ-finite signed measure. Then ν+ and ν− are σ-finite measures,

and we have Lebesgue decompositions ν+ = ν+
0 +ν+

1 and ν− = ν−0 +ν−1 . This gives
the Lebesgue decomposition ν = (ν+

0 − ν
−
0 ) + (ν+

1 − ν
−
1 ). See the second and third

parts of Exercise 12.9.
Finally, suppose ν = ν′0 + ν′1 is another Lebesgue decomposition. Then we

have ν0 − ν′0 ⊥ µ and ν′1 − ν1 � µ. However, ν0 − ν′0 = ν′1 − ν1 is a signed measure
that is mutually singular to µ and is absolutely continuous with respect to µ. By
the sixth part of Exercise 12.9, this implies that ν0 − ν′0 = ν′1 − ν1 = 0 and the
uniqueness of the Lebesgue decomposition.

Strictly speaking, the argument for uniqueness requires the values of ν to be
finite (in order for ν0 − ν′0 to make sense). The finite case can be extended to the
σ-finite case by standard argument.

Here is an alternative proof of the Lebesgue decomposition in case both µ
and ν are σ-finite measures. Since µ is absolutely continuous with respect to the

σ-finite measure λ = µ+ ν, we have µ(A) =

∫
A

fdλ by Radon-Nikodym Theorem.

Let X0 = {x : f(x) = 0} and X1 = {x : f(x) > 0}. Then ν0(A) = ν(A ∩ X0) and
ν1(A) = ν(A ∩X1) give the Lebesgue decomposition.

12.2 Lebesgue Differentiation Theorem

In ν(A) =

∫
A

fdµ, the Radon-Nikodym derivative f may be considered as the

“ratio” between the two measures ν and µ. If f is “continuous” at a, then for a
subset A “close to” a, we have |f(x)−f(a)| < ε for small ε and x ∈ A. This implies∣∣∣∣ν(A)

µ(A)
− f(a)

∣∣∣∣ =
1

µ(A)

∣∣∣∣∫
A

(f − f(a))dµ

∣∣∣∣ ≤ 1

µ(A)

∫
A

|f − f(a)|dµ ≤ ε.
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This suggests the following formula for computing the Radon-Nikodym derivative

f(a) = lim
A→a

ν(A)

µ(A)
.

There are two problems with the formula. The first is that limit and continuity
do not make sense in general measure spaces. The second is that f is unique only
up to a subset of measure zero, and modifying a function on a subset of measure
zero may change the continuity dramatically.

If we restrict to Euclidean spaces and the Lebesgue measure µ, then the first
problem disappears. What we expected actually makes sense and is true.

Proposition 12.2.1. Suppose f is Lebesgue integrable on Rn, µ is the Lebesgue

measure on Rn, and ν(A) =

∫
A

fdµ. Then

lim
ε→0

ν(B(~a, ε))

µ(B(~a, ε))
= f(~a) for almost all ~a ∈ Rn.

Suppose ν is absolutely continuous with respect to the Lebesgue measure µ. If

ν(B) is finite for any ball B, then we have ν(A) =

∫
A

fdµ for a Lebesgue measurable

f , and we may apply the proposition to fχB for big B to get the Radon-Nikodym
derivative

dν

dµ
(~a) = f(~a) = lim

ε→0

ν(B(~a, ε))

µ(B(~a, ε))
for almost all ~a.

This is exactly what we expected.
Another consequence of the proposition is obtained by taking f = χA∩B for a

Lebesgue measurable subset A ⊂ Rn and big ball B. We get the Lebesgue Density
Theorem

lim
ε→0

µ(A ∩B(~a, ε))

µ(B(~a, ε))
= 1 for almost all ~a ∈ A.

This means that any Lebesgue measurable subset A fills up the small neighborhood
of almost every point in A.

Proposition 12.2.1 is the consequence of a slightly stronger result.

Theorem 12.2.2 (Lebesgue Differentiation Theorem). Suppose f is Lebesgue inte-
grable on Rn, and µ is the Lebesgue measure on Rn. Then

lim
ε→0

1

µ(B(~a, ε))

∫
B(~a,ε)

|f − f(~a)|dµ = 0 for almost all ~a ∈ Rn.

The theorem implies the proposition because∣∣∣∣ν(B(~a, ε))

µ(B(~a, ε))
− f(~a)

∣∣∣∣ =

∣∣∣∣∣ 1

µ(B(~a, ε))

∫
B(~a,ε)

(f − f(~a))dµ

∣∣∣∣∣
≤ 1

µ(B(~a, ε))

∫
B(~a,ε)

|f − f(~a)|dµ.
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Exercise 12.15. Suppose f is Lebesgue integrable on Rn. Prove that for almost all ~a, we
have

lim
A→~a

1

µ(A)

∫
A

|f − f(~a)|dµ = 0.

Here the limit at ~a means that, for any ε, α > 0, there is δ > 0, such that

A ⊂ B(~a, ε), µ(A) > αµ(B(~a, ε)) =⇒ 1

µ(A)

∫
A

|f − f(~a)|dµ < ε.

What does this tell you about the Radon-Nikodym derivative?

Exercise 12.16. Suppose f(x) is a single variable Lebesgue integrable function. Suppose

F (x) =

∫ x

x0

f(t)dt. Prove that if f(x) is continuous at a, then

f(a) = lim
x→a−
y→a+

F (y)− F (x)

y − x .

Compare the formula with the formula for the Radon-Nikodym derivative.

Now we turn to the proof of the Lebesgue Differentiation Theorem. The argu-
ment at the beginning of the section is rigorous on the Euclidean space and proves
that the equality in Theorem 12.2.2 holds everywhere for a continuous function f .
The idea for the general case is to approximate any Lebesgue measurable function
by a continuous function. For functions on R, such approximations are given by
Proposition 10.5.3. The proposition can be extended to Rn.

Proposition 12.2.3. Suppose f is Lebesgue integrable on Rn. Then for any ε > 0,

there is a compactly supported smooth function g, such that ‖f − g‖1 =

∫
Rn
|f −

g|dµ < ε.

Proposition 10.5.4 can also be extended.

Proposition 12.2.4. Suppose f is Lebesgue integrable on R. If

∫
Rn
fgdµ = 0 for

any compactly supported smooth function g, then f = 0 almost every where.

Exercise 12.17. Show that for any bounded rectangle I and ε > 0, there is a smooth

function 0 ≤ g ≤ χI , such that

∫
Rn
|χI − g|dµ < ε. Then use this to prove Proposition

12.2.3.

Exercise 12.18. Prove Proposition 12.2.4.

Exercise 12.19. Extend Lusin’s Theorem (Theorem 10.5.5) to Rn.

Back to the proof of the Lebesgue Differentiation Theorem. Let g be the
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continuous function in Proposition 12.2.3. Let h = f − g. Then

1

µ(B(~a, δ))

∫
B(~a,δ)

|f − f(~a)|dµ

≤ 1

µ(B(~a, δ))

∫
B(~a,δ)

|g − g(~a)|dµ+
1

µ(B(~a, δ))

∫
B(~a,δ)

|h− h(~a)|dµ

≤ 1

µ(B(~a, δ))

∫
B(~a,δ)

|g − g(~a)|dµ+
1

µ(B(~a, δ))

∫
B(~a,δ)

|h|dµ+ |h(~a)|.

Due to the continuity of g, the g part can be as small as we want. The h part should
be estimated from ‖h‖1 = ‖f − g‖1 < ε. The size of the places where |h(~a)| ≥ ε
may be estimated by

‖h‖1 ≥
∫
{|h|≥ε}

|h|dµ ≥ εµ({~a : |h(~a)| ≥ ε}).

Therefore ‖h‖1 < ε2 implies µ({~a : |h(~a)| ≥ ε}) < ε. For the average of |h| on
ball B(~a, δ), we have the estimation by the maximal function Mh of Hardy and
Littlewood

1

µ(B(~a, δ))

∫
B(~a,δ)

|h|dµ ≤Mh(~a) = sup
r>0

1

µ(B(~a, r))

∫
B(~a,r)

|h|dµ.

Lemma 12.2.5 (Hardy-Littlewood). For any Lebesgue integrable f on Rn, we have

εµ({~a : Mf(~a) > ε}) ≤ 3n‖f‖1 for any ε > 0.

Proof. The maximal function is actually defined for the measure ν(A) =

∫
A

|f |dµ

Mν(~a) = sup
r>0

ν(B(~a, r))

µ(B(~a, r))
.

For Aε = {~a : Mν(~a) > ε}, the inequality we wish to prove is εµ(Aε) ≤ 3nν(Rn).
Implicit in the statement of the proposition is that Aε is Lebesgue measur-

able. This is due to the lower semi-continuity of Mν and the obvious exten-
sion of Exercise 10.7 to multivariable functions. Note that Mν(~a) > l means
ν(B(~a, r)) > lµ(B(~a, r)) for some r. Then we expect moving ~a and r a little bit will
still keep the inequality. Specifically, since µ(B(~a, r + δ)) converges to µ(B(~a, δ))
as δ → 0, we have ν(B(~a, r)) > lµ(B(~a, r + δ)) for some small δ. We may further
assume r > δ > 0. Then

‖~x− ~a‖ < δ =⇒ B(~a, r) ⊂ B(~x, r + δ)

=⇒ µ(B(~x, r + δ)) ≥ ν(B(~a, r)) > lµ(B(~a, r + δ)) = µ(B(~x, r + δ)).

The inequality we get on the right implies Mν(~x) > l. This proves the lower
semi-continuity of Mν.
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By Proposition 11.4.3, to prove εµ(Aε) ≤ 3nν(Rn), it is sufficient to prove
εµ(K) ≤ 3nν(Rn) for any compact subsets K ⊂ Aε. Now ~a ∈ Aε means that
ν(B(~a, r~a)) > εµ(B(~a, r~a)) for a radius r~a. Then K is covered by the collection of
open balls B(~a, r~a), ~a ∈ K. Since K is compact, it is covered by finitely many such
balls

K ⊂ B1 ∪ · · · ∪Bk, Bi = B(~ai, ri), ri = r~ai .

Then we have Vitali’s Covering Lemma: There are disjoint Bi1 , . . . , Bil , such that

B1 ∪ · · · ∪Bk ⊂ 3Bi1 ∪ · · · ∪ 3Bil , 3Bi = B(~ai, 3ri).

To find these disjoint balls, we first assume r1 ≥ · · · ≥ rk, without loss of generality.
We first choose Bi1 = B1. Then after choosing Bij−1

, we choose Bij to be the first
Bi disjoint from Bi1 , . . . , Bij−1

. The choice implies that any Bi intersects some Bij
with ij ≤ i. Since the radius rij of Bij is bigger than the radius ri of Bi, and the
two balls intersect, enlarging the bigger ball Bij three times will swallow the smaller
ball Bi. In other words, we have Bi ⊂ 3Bi1 . Then we conclude

εµ(K) ≤ ε
∑
j

µ(3Bij ) < 3n
∑
j

ν(Bij ) = 3nν(tjBij ) ≤ 3nν(Rn).

Proof of Theorem 12.2.2. For any 1 > ε > 0, by Proposition 12.2.3, there is a
compactly supported continuous function g, such that ‖f − g‖1 < ε2. Then g is
uniformly continuous. This means that there is δε > 0, such that

‖~x− ~y‖ < δε =⇒ |g(~x)− g(~y)| < ε.

Then

0 < δ < δε =⇒ 1

µ(B(~a, δ))

∫
B(~a,δ)

|g − g(~a)|dµ ≤ ε.

The function h = f − g satisfies ‖h‖1 ≤ ε2. By Lemma 12.2.5, we have

µ({~a : |Mh(~a)| > ε}) ≤ 3n

ε
‖h‖1 ≤ 3nε.

We also have

µ({~a : |h(~a)| ≥ ε}) ≤ 1

ε
‖h‖1 ≤ ε.

For 0 < δ < δε, we then have

1

µ(B(~a, δ))

∫
B(~a,δ)

|f − f(~a)|dµ

≤ 1

µ(B(~a, δ))

∫
B(~a,δ)

|g − g(~a)|dµ+
1

µ(B(~a, δ))

∫
B(~a,δ)

|h|dµ+ |h(~a)|

≤ ε+ |Mh(~a)|+ |h(~a)|.
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If the left side is ≥ 3ε, then either |Mh(~a)| > ε or |h(~a)| ≥ ε. This means

Xε =

{
~a :

1

µ(B(~a, δ))

∫
B(~a,δ)

|f − f(~a)|dµ ≥ 3ε for some 0 < δ < δε

}
⊂ {~a : |Mh(~a)| > ε} ∪ {~a : |h(~a)| ≥ ε}.

This implies µ(Xε) ≤ (1 + 3n)ε.

Let εk =
1

2k
and δk = δεk . Then Y = ∩∞m=1 ∪k>m Xεk has zero measure. For

~a 6∈ Y , there is m, such that

0 < δ < δk, k > m =⇒ 1

µ(B(~a, δ))

∫
B(~a,δ)

|f − f(~a)|dµ < 3εk.

Since εk can be arbitrarily small for k > m, the above further implies

lim
δ→0+

1

µ(B(~a, δ))

∫
B(~a,δ)

|f − f(~a)|dµ = 0.

12.3 Differentiation on R: Fundamental Theorem

What function is the integration of another function: f(x) = f(a)+

∫ x

a

g(t)dt? The

Fundamental Theorem of Riemann Integral tells us that, if g is Riemann integrable,
then f is continuous in general, and is differentiable and satisfies f ′ = g wherever
g is continuous. Moreover, if f is differentiable and the derivative f ′ is Riemann
integrable, then the equality holds for g = f ′.

For Lebesgue integrable g, we actually have a signed measure ν(A) =

∫
A

gdµ,

where µ is the usual Lebesgue measure. Moreover, the integral function is the
distribution function

f(x) =

∫ x

−∞
gdµ = ν(−∞, x),

and ν should be the signed version of the Lebesgue-Stieltjes measure induced by
f . Therefore the Fundamental Theorem of Lebesgue Integral can be put into the
bigger context of the Radon-Nikodym derivative of absolutely continuous Lebesgue-
Stieltjes measure.

Signed Lebesgue-Stieltjes Measure

We extend the Lebesgue-Stieltjes measure developed in Section 11.2 to signed case.
A bounded variation function f has the positive and negative variation functions v+

and v−. Then the signed Lebesgue-Stieltjes measure induced by f is µf = µv+−µv− .
This means (a and b are decorated with ±)

µf 〈a, b〉 = µv+〈a, b〉 − µv−〈a, b〉
= (v+(b)− v+(a))− (v−(b)− v−(a))

= f(b)− f(a).



482 Chapter 12. Differentiation of Measure

Implicit in the definition is that a subset is Lebesgue-Stieltjes measurable with
respect to f if and only if it is Lebesgue-Stieltjes measurable with respect to v+ and
v−. For our purpose, it is sufficient to restrict ourselves to Borel sets, and think of
the general measurability with respect to f as given by the completion with respect
to µv = µv+ + µv− (see Exercise 11.20).

Example 12.3.1. Consider

f(x) =

{
0, if x 6= a,

1, if x = a,
v+(x) =

{
0, if x < a,

1, if x ≥ a,
v−(x) =

{
0, if x ≤ a,
1, if x > a.

Both v+ and v− induce the Dirac measure concentrated at a, introduced in Example 9.4.5.
Therefore the Lebesgue-Stieltjes measure with respect to f is always zero. In particular,
µf = µv+ − µv− is not the Jordan decomposition.

The reason for this peculiar example is that the Lebesgue-Stieltjes measure is really
defined by the left or right limits instead of the value of the function itself. See Exer-
cises 11.22 and 12.22. Therefore f(x), f(x+) and f(x−) should induce the same signed
Lebesgue-Stieltjes measure.

Exercise 12.20. Suppose f has bounded variation, with positive variation v+ and negative
variation v−. Suppose f = u+ − u− for increasing functions u+, u−.

1. Prove that if A is Lebesgue-Stieltjes measurable with respect to u+, then A is
Lebesgue-Stieltjes measurable with respect to v+, and µv+(A) ≤ µu+(A).

2. Prove that if A is Lebesgue-Stieltjes measurable with respect to u+ and u−, then
µf (A) = µu+(A)− µu−(A).

Exercise 12.21. Suppose f has bounded variation, with variation function v. Prove that A
is Lebesgue-Stieltjes measurable with respect to f if and only if it is A is Lebesgue-Stieltjes
measurable with respect to v. However, it is not necessarily true that |µf | = µv.

Exercise 12.22. Suppose f is a bounded variation function. Prove that f(x+) also has
bounded variation and µf(x) = µf(x+).

Exercise 12.23. Suppose f has bounded variation, with positive variation v+ and negative
variation v−. Prove that if f(x) is between f(x−) and f(x+) for all x, then µf = µv+−µv−
is the Jordan decomposition.

With the Lebesgue-Stieltjes measure extended to bounded variation functions,
we can compare the Fundamental Theorem of Calculus with the Radon-Nikodym
Theorem with respect to the usual Lebesgue measure.

Proposition 12.3.1. Suppose f has bounded variation and is continuous. Suppose

g is a Lebesgue integrable function. Then f(x) = f(a) +

∫ x

a

gdµ for all x if and

only if µf (A) =

∫
A

gdµ for all Borel set A.
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The proposition can be applied to whole R or an interval. Proposition 12.3.1
shows the necessity of the continuity assumption. In fact, the proposition holds as
long as f(x) is assumed between f(x−) and f(x+) for all x. However, by Exercise
10.31, the function f will always be continuous at the end.

Proof. If µf (A) =

∫
A

gdµ and f is continuous at a and x, then applying the equality

to A = 〈a, x〉 gives f(x)− f(a) =

∫ x

a

gdµ.

Conversely, suppose f(x) = f(a) +

∫ x

a

gdµ, we want to prove that µf is the

same as the signed measure ν(A) =

∫
A

gdµ. We have µf (x, y) = f(y) − f(x) =∫
(x,y)

gdµ = ν(x, y). By taking countable disjoint union of open intervals, we get

µf (U) = ν(U) for any open subset U .
Assume g ≥ 0 and A is a bounded Borel set. For any ε > 0, by Proposition

11.2.1, there is open U ⊃ A, such that µf (U − A) < ε. Moreover, by Proposition
12.1.5 (or Exercise 10.3.9), there is open V ⊃ A, such that ν(V −A) < ε. Then

0 ≤ µf (U ∩ V )− µf (A) = µf (U ∩ V −A) ≤ µf (U −A) < ε,

and

0 ≤ ν(U ∩ V )− ν(A) = ν(U ∩ V −A) ≤ ν(U −A) < ε.

We have µf (U∩V ) = ν(U∩V ) for the open subset U∩V . Therefore |µf (A)−ν(A)| <
ε. Since ε is arbitrary, we get µf (A) = ν(A).

The equality µf (A) = ν(A) for unbounded A can be obtained by adding the
equalities µf (A ∩ (i, i+ 1]) = ν(A ∩ (i, i+ 1]) together. For general g, we prove the
equalities for g+ = max{g, 0} and g− = −min{g, 0} and then subtract the two.

Absolutely Continuous Function

By Radon-Nikodym Theorem (Theorem 12.1.6) and Proposition 12.3.1, a continu-
ous bounded variation function is the integral of a Lebesgue integrable function if
and only if the corresponding Lebesgue-Stieltjes measure is absolutely continuous
with respect to the usual Lebesgue measure µ. We wish to know what the absolute
continuity means in terms of the original function f .

Proposition 12.3.2. Suppose f is a continuous bounded variation function. Then
the Lebesgue-Stieltjes measure µf is absolutely continuous with respect to the Lebesgue
measure if and only if for any ε > 0, there is δ > 0, such that for disjoint intervals
(xi, yi), we have

|x1 − y1|+ · · ·+ |xn − yn| < δ =⇒ |f(x1)− f(y1)|+ · · ·+ |f(xn)− f(yn)| < ε.
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Naturally, a function satisfying the property in the proposition is called an
absolutely continuous function. The concept is defined over any (bounded or un-
bounded) interval.

The proof will show that absolutely continuous functions have bounded varia-
tion. Moreover, the variation v, positive variation v+ and negative variation v− are
also absolutely continuous. The proof will also show that the implication is true for
infinitely many disjoint intervals

∞∑
i=1

|xi − yi| < δ =⇒
∞∑
i=1

|f(xi)− f(yi)| < ε.

It is critical to allow n to be arbitrarily big. If we only allow n = 1, then the
definition becomes the uniform continuity. In fact, if we impose a bound on n, the
definition is still equivalent to the uniform continuity. We will see in Example 12.3.2
that the Cantor function in Example 11.4.5 is continuous (and therefore uniformly
continuous on [0, 1]) but is not absolutely continuous.

It is also critical to require the intervals to be disjoint. Example 12.3.3 will
show that

√
x is absolutely continuous but does not allow the intervals to overlap.

In fact, Exercise 12.26 will show that allowing overlapping means exactly that f is
a Lipschitz function.

In summary, we have the following strict relations

Lipschitz > absolutely continuous

> uniformly continuous and bounded variation.

Proof. Suppose µf is absolutely continuous. Then by Proposition 12.1.5, for any
ε > 0, there is δ > 0, such that

µ(A) < δ =⇒ |µf (A)| < ε.

For the case that A is an open subset U = t(xi, yi), we get

µ(U) =
∑

(yi − xi) < δ =⇒ |µf (U)| =
∣∣∣∑(f(yi)− f(xi))

∣∣∣ < ε.

The left side is
∑
|xi− yi|. But the right side is not

∑
|f(xi)− f(yi)|. To move the

absolute value of the right side to the inside of
∑

, we write

U = U+ t U−, U+ = tf(yi)≥f(xi)(xi, yi), U− = tf(yi)<f(xi)(xi, yi).

Then µ(U) =
∑
|xi − yi| < δ implies µ(U+) < δ and µ(U−) < δ, so that

|µf (U+)| =

∣∣∣∣∣∣
∑

f(yi)≥f(xi)

(f(yi)− f(xi))

∣∣∣∣∣∣ =
∑

f(yi)≥f(xi)

|f(xi)− f(yi)| < ε,

|µf (U−)| =

∣∣∣∣∣∣
∑

f(yi)<f(xi)

(f(yi)− f(xi))

∣∣∣∣∣∣ =
∑

f(yi)<f(xi)

|f(xi)− f(yi)| < ε.
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Then we get∑
|f(xi)− f(yi)| =

∑
f(yi)≥f(xi)

|f(xi)− f(yi)|+
∑

f(yi)<f(xi)

|f(xi)− f(yi)| < 2ε.

This proves the necessity direction of the proposition (up to substituting ε by 2ε).
For the sufficiency direction, we consider the variation v, positive variation v+

and negative variation v− of f . We first show that the ε-δ statement for f implies
the same ε-δ statement for the three variation functions.

Let U = t(xi, yi) be an open subset with µ(U) =
∑

(yi − xi) < δ. Suppose
each interval (xi, yi) has a partition

Pi : xi = zi0 < zi1 < · · · < zini = yi.

Then all intervals (zi(j−1), zij) are disjoint and have total length∑
i

∑
j

|zi(j−1) − zij | = µ(U) < δ.

By the ε-δ statement for f , we have∑
i

VPi(f) =
∑
i

∑
j

|f(zi(j−1))− f(zij)| < ε.

By taking Pi to be more and more refined, we get∑
V(xi,yi)(f) =

∑
|v(xi)− v(yi)| ≤ ε.

This is the ε-δ statement for v. By |v+(x) − v+(y)| ≤ |v(x) − v(y)| and |v−(x) −
v−(y)| ≤ |v(x)− v(y)|, this further implies the ε-δ statement for v+ and v−.

We remark that in the special case U = (x, y), the ε-δ statement for v says that
the variation of f on any interval of length δ is bounded by ε. Since any bounded
interval can be divided into finitely many intervals of length δ, we find that f has
bounded variation on any bounded interval.

The ε-δ statement for v+ and v− also implies that µf is absolutely continuous
with respect to µ. Suppose µ(A) = 0. Then for δ in the ε-δ statement for v, we find

A ⊂ U = t(xi, yi), µ(U) =
∑
|xi − yi| < δ.

Applying the ε-δ statement for v+ to U (strictly speaking, first to finite unions in
U and then taking limit), we get

0 ≤ µv+(A) ≤ µv+(U) =
∑
|v+(xi)− v+(yi)| < ε.

Since ε is arbitrary, we get µv+(A) = 0. By the same reason, we have µv−(A) = 0.
Therefore µf (A) = 0.
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Example 12.3.2. The Cantor function κ in Example 11.4.5 is continuous. We show that it
is not absolutely continuous. By Proposition 12.3.2, this means that the Lebesgue-Stieltjes
measure µκ is not absolutely continuous with respect to the usual Lebesgue measure. In
fact, Example 12.1.2 shows that they are mutually singular.

We have K ⊂ Kn, where Kn is a union of 2n closed intervals [xi, yi] of length
1

3n

in Example 9.2.4. We have µ(Kn) =
∑
|xi − yi| =

2n

3n
converging to 0. On the other

hand, since κ is constant on the intervals [0, 1] −Kn, we see that
∑

(f(yi) − f(xi)) = 1.
Therefore the Cantor function is not absolutely continuous.

Example 12.3.3. Consider the function
√
x on [0,+∞). For any 1 > ε > 0, we have

y > x ≥ ε2 =⇒ |
√
x−√y| ≤ 1

2
√
c
|x− y| ≤ 1

2ε
|x− y|, for some c ∈ (x, y).

Now consider a collection of disjoint open intervals (xi, yi) satisfying
∑
|xi − yi| < ε2. If

ε2 belongs to an interval (xj , yj), then we may break the interval into (xj , ε
2) and (ε2, yj),

and this does not affect the discussion. Therefore we assume that any (xi, yi) is contained
in either (0, ε2) or (ε2,+∞) and get∑

|
√
xi −

√
yi| =

∑
(xi,yi)⊂(0,ε2)

|
√
xi −

√
yi|+

∑
(xi,yi)⊂(ε2,+∞)

|
√
xi −

√
yi|

≤
∑

(xi,yi)⊂(0,ε2)

(
√
yi −

√
xi) +

∑
(xi,yi)⊂(ε2,+∞)

1

2ε
(yi − xi)

≤ ε+
1

2ε

∑
(yi − xi) <

3

2
ε,

where the second inequality makes use of the disjoint property among the intervals. This
shows that

√
x is absolutely continuous.

The disjoint condition cannot be removed from the definition. For xi =
1

n2
, yi =

4

n2
,

i = 1, 2, . . . , n, we have∑
|xi − yi| = n

3

n2
→ 0,

∑
|
√
xi −

√
yi| = n

1

n
= 1.

Exercise 12.24. Prove that the sum of two absolutely continuous functions is absolutely
continuous. Prove that the product of two bounded absolutely continuous functions is
absolutely continuous.

Exercise 12.25. Prove that if f is absolutely continuous, and g is strictly monotone and
absolutely continuous, then the composition f ◦ g is absolutely continuous.

Exercise 12.26. Prove that a function f is Lipschitz if and only if for any ε > 0, there is
δ > 0, such that

|x1 − y1|+ · · ·+ |xn − yn| < δ =⇒ |f(x1)− f(y1)|+ · · ·+ |f(xn)− f(yn)| < ε.

Note that this drops the disjoint condition from the definition of the absolute continuity.
In particular, Lipschitz functions are absolutely continuous.
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Exercise 12.27. Prove that if f is Lipschitz and g is absolutely continuous, then the com-
position f ◦ g is absolutely continuous.

Exercise 12.28. Show that the composition of two absolutely continuous functions may not
be absolutely continuous.

Differentiability of Monotone Function

So far we have addressed the problem of expressing f as the integral of some g.
From the fundamental theorem of Riemann integral calculus, we expect g to be the
derivative f ′. Here we establish the existence of f ′.

The proof of Proposition 12.3.2 shows that any absolutely continuous function
must have bounded variation. Since any bounded variation function is the difference
of two increasing functions, the following result implies the existence of f ′ almost
everywhere, which is enough for taking the integral.

Theorem 12.3.3 (Lebesgue). An increasing function f is differentiable almost ev-
erywhere. Moreover, f ′ is Lebesgue integrable on any bounded interval and satisfies∫ b

a

f ′dµ ≤ f(b)− f(a).

Proof. Introduce the Dini derivatives

D+f(x) = lim
y→x+

f(y)− f(x)

y − x
, D+f(x) = lim

y→x+

f(y)− f(x)

y − x
,

D−f(x) = lim
y→x−

f(y)− f(x)

y − x
, D−f(x) = lim

y→x−

f(y)− f(x)

y − x
.

The function is differentiable at x if and only if D+f(x) ≤ D−f(x) and D+f(x) ≥
D−f(x). We will prove that the places where D+f(x) > D−f(x) has measure zero.
Similar argument shows that the places where D+f(x) < D−f(x) also has measure
zero.

We have

{x : D+f(x) > D−f(x)} = ∪p,q∈Q, p>q{x : D+f(x) > p > q > D−f(x)}.

To show the left side has measure zero, it suffices to show that, for each pair p > q,
the subset

E = {x : D+f(x) > p > q > D−f(x)}

has measure zero.
For any ε > 0, we have µ(U) < µ∗(E) + ε for some open U ⊃ E. For any

x ∈ E, by D−f(x) < q, there are arbitrarily small closed intervals [y, x] ⊂ U , such
that f(x) − f(y) < q(x − y). Then by Vitali covering lemma (Lemma 12.3.4), we
have disjoint [y1, x1], . . . , [yn, xn], such that

f(xi)− f(yi) < q(xi − yi), µ∗(E − tni=1[yi, xi]) < ε.
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For any u ∈ E′ = E ∩ (tni=1(yi, xi)), by D+f(u) > p, there are arbitrarily small
closed intervals [u, v] ⊂ tni=1(yi, xi), such that f(v) − f(u) > p(v − u). Applying
Vitali covering lemma again, we have disjoint [u1, v1], . . . , [um, vm], such that

f(vj)− f(uj) > p(vj − uj), µ∗(E′ − tmj=1[uj , vj ]) < ε.

Now we carry out estimations. We have

q
∑

(xi − yi) ≥
∑

(f(xi)− f(yi)) (f(xi)− f(yi) < q(xi − yi))

≥
∑

(f(vj)− f(uj)) (t[uj , vj ] ⊂ t(yi, xi) and f increasing)

≥ p
∑

(vj − uj). (f(vj)− f(uj) > p(vj − uj))

The left side is the measure of t[yi, xi] ⊂ U∑
(xi − yi) = µ(t[yi, xi]) ≤ µ(U) < µ∗(E) + ε.

The right side is the measure of t[uj , vj ]. By

E = E′ ∪ (E − tni=1(yi, xi)) ⊂ (t[uj , vj ]) ∪ (E′ − t[uj , vj ]) ∪ (E − tni=1(yi, xi)),

we have (note that changing (yi, xi) to [yi, xi] does not change outer measure)∑
(vj − uj) = µ(t[uj , vj ]) ≥ µ∗(E)− µ∗(E′ − t[uj , vj ])− µ∗(E − tni=1(yi, xi))

> µ∗(E)− 2ε.

Combining the estimations, we get

q(µ∗(E) + ε) ≥ p(µ∗(E)− 2ε).

Since p > q and ε is arbitrary, we conclude that µ∗(E) = 0.
As explained earlier, we have proved that f is differentiable almost everywhere.

Next we study the integral of the derivative function.
Let εn > 0 converge to 0. Then we have

f ′(x) = lim
n→∞

f(x+ εn)− f(x)

εn

almost everywhere. Here we extend f(x) to the whole R by f = f(a) on (−∞, a]
and f = f(b) on [b,+∞). The function f ′ is Lebesgue measurable because each
f(x+ εn)− f(x)

εn
is Lebesgue measurable. Moreover, we have

f(x+ εn)− f(x)

εn
≥ 0

because f is increasing. Then we may apply Fatou’s Lemma (Theorem 10.4.3) to
get ∫ b

a

f ′dµ =

∫ b

a

lim
n→∞

f(x+ εn)− f(x)

εn
dµ ≤ lim

n→∞

∫ b

a

f(x+ εn)− f(x)

εn
dµ

= lim
n→∞

1

εn

(∫ b+εn

a+εn

−
∫ b

a

)
fdµ = lim

n→∞

1

εn

(∫ b+εn

b

−
∫ a+εn

a

)
fdµ

≤ f(b)− f(a).

The last inequality is due to f = f(b) on [b, b+ εn] and f ≥ f(a) on [a, a+ εn].
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Lemma 12.3.4 (Vitali Covering Theorem). Suppose A ⊂ R has finite Lebesgue outer
measure. Suppose V is a collection of intervals, such that for each x ∈ A and δ > 0,
there is I ∈ V satisfying x ∈ I and µ(I) < δ. Then for any ε > 0, there are disjoint
I1, . . . , In ∈ V, such that µ∗(A− tni=1Ii) < ε.

Proof. By adding end points to intervals, we may assume that all intervals in V are
closed. Moreover, We may assume all intervals are contained in an open subset U
of finite measure.

We inductively choose intervals In in the “greedy way”. Suppose disjoint
intervals I1, . . . , In−1 ∈ V have been chosen. Let

an = sup{µ(I) : I ∈ V, I ∩ Ii = ∅ for i = 1, 2 . . . , n− 1}.

Then choose an In in the collection on the right, such that µ(In) >
1

2
an. By∑

µ(In) = µ(tIn) ≤ µ(U) < +∞, the series
∑
µ(In) converges, which implies

lim an = 0. For any ε > 0, we can then find n, such that
∑
i>n µ(Ii) < ε. We wish

to estimate the outer measure of B = A− ∪ni=1Ii.
Since intervals in V are closed, for any x ∈ B, there is δ > 0, such that

(x − δ, x + δ) is disjoint from any of I1, . . . , In. Then by the assumption, we have
x ∈ I for some I ∈ V satisfying µ(I) < δ. Thus I ⊂ (x − δ, x + δ) and is disjoint
from any of I1, . . . , In.

By lim an = 0, we have µ(I) > ai for some i. By the definition of ai, we have
I ∩ Ij 6= ∅ for some j ≤ i. Let j be the smallest j satisfying I ∩ Ij 6= ∅. Then
j > n (since I is disjoint from I1, . . . , In) and µ(I) ≤ aj (since I is disjoint from

I1, . . . , Ij−1). By I ∩ Ij 6= ∅, µ(I) ≤ aj and µ(Ij) >
1

2
aj , we have I ⊂ 5Ij , where

5Ij is the interval with the same center as Ij but five times the length. Therefore
x ∈ I ⊂ 5Ij , with j > n. This implies B ⊂ ∪j>n5Ij , and we have

µ∗(B) ≤ µ(∪j>n5Ij) =
∑
j>n

µ(5Ij) = 5
∑
j>n

µ(Ij) < 5ε.

Example 12.3.4. Since the Cantor function κ is constant on any interval in the complement
the Cantor set K, we get κ′ = 0 away from K. Since µ(K) = 0, we see that κ′ = 0 almost

everywhere, yet κ is not a constant function. We have

∫ 1

0

f ′dx = 0, f(1)− f(0) = 1, and

the inequality in Theorem 12.3.3 becomes strict.

Exercise 12.29. Suppose f is an increasing function on [a, b] satisfying f(b) − f(a) =∫ b

a

f ′dµ. Prove that f(y)− f(x) =

∫ y

x

f ′dµ for any interval [x, y] inside [a, b].

Fundamental Theorem of Lebesgue Integral

Theorem 12.3.5 (Fundamental Theorem). A function on an interval is the integral
of a Lebesgue integrable function if and only if it is bounded and absolutely continu-
ous. Moreover, the function is differentiable almost everywhere, and is the integral
of its derivative function.
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Proof. Radon-Nikodym Theorem (Theorem 12.1.6), Proposition 12.3.1 and Propo-

sition 12.3.2 together tell us that f(x) = f(a)+

∫ x

a

gdµ for some Lebesgue integrable

g if and only if f is bounded and absolutely continuous.
It remains to show that g = f ′ almost everywhere. Here by the proof of

Proposition 12.3.2, an absolutely continuous f must have bounded variation on
any bounded interval. Then Theorem 12.3.3 further implies that f ′ exists almost
everywhere.

We may apply Proposition 12.2.1 to “compute” g. For almost all x, the
equality in Proposition 12.2.1 holds at x, and f ′(x) exists. At such an x, we have

g(x) = lim
ε→0

∫
(x−ε,x+ε)

gdµ

µ(x− ε, x+ ε)
= lim
ε→0

f(x+ ε)− f(x− ε)
2ε

= lim
ε→0

1

2

(
f(x+ ε)− f(x)

ε
+
f(x− ε)− f(x)

−ε

)
=

1

2
(f ′(x) + f ′(x)) = f ′(x).

This proves that g = f ′ almost everywhere.
We may also prove g = f ′ by adopting the last part of the proof of Theorem

12.3.3. This direct proof does not use Proposition 12.2.1.

First assume g is bounded. We have f ′(x) = limn→∞
f(x+ εn)− f(x)

εn
for a

positive sequence εn → 0. If |g| ≤M , then∣∣∣∣f(x+ εn)− f(x)

εn

∣∣∣∣ =

∣∣∣∣ 1

εn

∫ x+εn

x

gdµ

∣∣∣∣ < M.

Therefore we may use Dominated Convergence Theorem (Theorem 10.4.4) instead
of Fatou’s Lemma (Theorem 10.4.3) to get∫ b

a

f ′dµ = lim
n→∞

∫ b

a

f(x+ εn)− f(x)

εn
dµ = lim

n→∞

1

εn

(∫ b+εn

b

−
∫ a+εn

a

)
fdµ.

The right side is equal to f(b)− f(a) by the continuity of f .
For possibly unbounded g ≥ 0, consider the truncation

gn =

{
g, if 0 ≤ g ≤ n,
n, if g > n,

fn(x) = f(a) +

∫ x

a

gndµ, hn(x) =

∫ x

a

(g − gn)dµ.

Both fn and hn are increasing functions and are therefore differentiable almost
everywhere, with f ′n ≥ 0 and h′n ≥ 0. Since gn is bounded, we already proved the
integral of f ′n is fn. Then by Theorem 12.3.3 and f ′ = f ′n + h′n ≥ f ′n, we have

f(b)− f(a) ≥
∫ b

a

f ′dµ ≥
∫ b

a

f ′ndµ = fn(b)− fn(a).
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By the definition of the Lebesgue integral of unbounded measurable functions, we
have

lim
n→∞

(fn(b)− fn(a)) = lim
n→∞

∫ b

a

gndµ =

∫ b

a

gdµ = f(b)− f(a).

Therefore we conclude that

∫ b

a

f ′dµ = f(b)− f(a).

For general unbound but integrable g, we may carry out the argument above
for g+ = max{g, 0} and g− = −min{g, 0}. Then combining the two equalities gives

us

∫ b

a

f ′dµ = f(b)− f(a).

In the argument above, b can be replaced by any x in the interval (if x < a,
some signs and directions of inequalities may need to be changed). So we get

f(x) = f(a) +

∫ x

a

f ′dµ and f(x) = f(a) +

∫ x

a

gdµ for any x. By Exercise 10.30,

this implies f ′ = g almost everywhere.

Exercise 12.30 (Lebesgue Decomposition of Lebesgue-Stieltjes Measure). Let f be an increas-

ing function. Let f1(x) =

∫ x

a

f ′dµ for the usual Lebesgue measure µ and f0 = f − f1.

1. Prove that f0 and f1 are increasing functions. They induce Lebesgue-Stieltjes mea-
sures µf0 and µf1 .

2. Let X1 = {x : f ′0(x) = 0} and X0 = R − X1. Prove that R = X0 t X1 is a
decomposition that gives µf0 ⊥ µ.

3. Prove that µf = µf0 + µf1 is the Lebesgue decomposition of µf .

Exercise 12.31. Extend Exercise 12.30 to bounded variation functions.

Exercise 12.32. Use Exercises 12.30 and 12.31 to show that f(x) = f(a) +

∫ x

a

f ′dµ for

absolutely continuous f .

12.4 Differentiation on Rn: Change of Variable

Change of Variable

Let (X,ΣX , µX) and (Y,ΣY , µY ) be measure spaces. Let Φ: X → Y be an invertible
map preserving the measurability: A ∈ ΣX if and only if Φ(A) ∈ ΣY . Then for any
measurable function f on Y , f ◦ Φ is a measurable function on X. The relation
between the integral of f on Y and the integral of f ◦ Φ on X is the change of
variable formula.

Since Φ is invertible, it maps disjoint union to disjoint union. Then it is easy
to see that µY (Φ(A)) is a measure on X. In fact, Φ: (X,ΣX , µY ◦Φ)→ (Y,ΣY , µY )
is an “isomorphism” of measure spaces. This implies that∫

Φ(A)

fdµY =

∫
A

(f ◦ Φ)d(µY ◦ Φ).
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If Φ maps subsets of µX -measure zero to subsets of µY -measure zero, then
µY ◦Φ is absolutely continuous with respect to µX . If we also know µX is σ-finite,
then by the Radon-Nikodym Theorem,

µY (Φ(A)) =

∫
A

JΦdµX , JΦ =
d(µY ◦ Φ)

dµX
.

The function JΦ is the Jacobian of Φ and is unique up to a subset of µX -measure
zero.

If we further know that the measure ν = µY ◦ Φ is also σ-finite (by Exercise
12.2, this happens when JΦ does not take infinite value), then Proposition 12.1.8
implies the second equality below∫

Φ(A)

fdµY =

∫
A

(f ◦ Φ)d(µY ◦ Φ) =

∫
A

(f ◦ Φ)JΦdµX .

This is the general change of variable formula.

Proposition 12.4.1 (Change of Variable). Suppose (X,ΣX , µX) and (Y,ΣY , µY ) are
measure spaces and Φ: X → Y is an invertible map preserving the measurability:
A ∈ ΣX if and only if Φ(A) ∈ ΣY . Suppose µX is σ-finite, and µX(A) = 0 implies
µY (Φ(A)) = 0, so that the Jacobian JΦ exists. If the Jacobian does not take infinite
value, then ∫

Φ(A)

fdµY =

∫
A

(f ◦ Φ)JΦdµX .

Example 12.4.1. Consider a strictly increasing continuous function α : [a, b]→ [α(a), α(b)],
where both intervals have the usual Lebesgue measure. Since both α and α−1 are contin-
uous, the map α preserves the Borel measurability. For Borel subsets A, show that the
measure µ(α(A)) is the Lebesgue-Stieltjes measure µα(A).

By Theorem 11.2.2, the key is to show the “regular property” for µ(α(A)). For a
Borel set A, α(A) is the preimage of A under continuous map α−1 and is therefore also a
Borel set. Thus for any ε > 0, we have open U and closed C, such that C ⊂ α(A) ⊂ U
and µ(α(A)) < ε. Then α−1(C) is closed and α−1(U) is open, α−1(C) ⊂ A ⊂ α−1(U),
such that µ(α(α−1(U) − α−1(C))) = µ(U − C) < ε. This verifies the regularity property
in the second statement in Theorem 11.2.2.

Now in case α is absolutely continuous, by the Fundamental Theorem of Lebesgue

integral (Theorem 12.3.5), we have Jα =
dµα
dµ

= α′ and

∫ α(b)

α(a)

fdµ =

∫ b

a

fdµα =

∫ b

a

fα′dµ.

You may compare the formula with Theorem 4.5.2.

Example 12.4.2. For an invertible linear transform L : Rn → Rn. Proposition 11.4.5 says
µ(L(A)) = | det(L)|µ(A). Therefore JL = | det(L)| and we have the linear change of
variable formula ∫

L(A)

fdµ = | detL|
∫
A

(f ◦ L)dµ.
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Exercise 12.33. Suppose α : [a, b] → [α(a), α(b)] is an increasing continuous function. Let
[ai, bi] be the maximal intervals in [a, b] such that the restrictions α|[ai,bi] = ci are con-
stants. Let X = [a, b]− ∪[ai, bi] and Y = [α(a), α(b)]− {ci}.

1. Prove that the restriction α̂ : X → Y is an invertible continuous map, such that the
inverse is also continuous.

2. Prove that µ(α(A)) = µ(α̂(A ∩X)).

3. Use the idea of Example 12.4.1 to show that µ(α(A)) is a regular measure for Borel
measurable A.

4. Prove that µ(α(A)) = µα(A).

What if α is not assumed continuous?

The two examples suggest what we may expect for the change of variable for
the Lebesgue integral on Rn. For a map Φ: X ⊂ Rn → Rn, by Proposition 12.2.1
and the remark afterwards, we have

JΦ =
d(µ ◦ Φ)

dµ
= lim
ε→0

µ(Φ(B(~a, ε)))

µ(B(~a, ε))
for almost all ~a ∈ X. (12.4.1)

If Φ is differentiable at ~a, then Φ is approximated by the linear map F (~x) = Φ(~a) +
Φ′(~a)(~x− ~a), and we expect

JΦ(~a) = lim
ε→0

µ(Φ(B(~a, ε)))

µ(B(~a, ε))
= lim
ε→0

µ(F (B(~a, ε)))

µ(B(~a, ε))
= |det Φ′(~a)|.

The third equality is due to the translation invariance of the Lebesgue measure
and Proposition 11.4.5. The second equality is based on intuition and needs to be
rigorously proved. Then we get the change of variable formula on the Euclidean
space ∫

Φ(A)

fdµ =

∫
A

(f ◦ Φ)|det Φ′|dµ.

The equality will be rigorously established in Theorem 12.4.5.

Differentiability of Lipschitz Map

While absolutely continuous functions are enough for the change of variable on R,
similar role is played by Lipschitz maps on Rn.

A map Φ: X → Y is Lipschitz if there is a constant L, such that

‖Φ(~x)− Φ(~x ′)‖ ≤ L‖~x− ~x ′‖ for any ~x, ~x ′ ∈ X.

By the equivalence of norms, the definition is independent of the choice of norms,
although the constant L may need to be modified for different choices.

A map Φ is bi-Lipschitz if there are constants L,L′ > 0, such that

L′‖~x− ~x ′‖ ≤ ‖Φ(~x)− Φ(~x ′)‖ ≤ L‖~x− ~x ′‖ for any ~x, ~x ′ ∈ X.
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This means that Φ: X → Y = Φ(X) is invertible, and both Φ and Φ−1 are Lipschitz.
The single variable bi-Lipschitz functions already appeared in Exercise 4.11.

A map is Lipschitz if and only if its coordinate functions are Lipschitz. For a
Lipschitz function f on X ⊂ Rn and any ~a ∈ X,

f~a(~x) = f(~a) + L‖~x− ~a‖

is a Lipschitz function on the whole Rn. It is not hard to see that the infimum of
these Lipschitz functions

f̃(~x) = inf
~a∈X

f~a(~x)

is a Lipschitz function on the whole Rn that extends f onX. Therefore any Lipschitz
map on X can be extended to a Lipschitz map on Rn.

Proposition 12.4.2. A Lipschitz map Φ: X ⊂ Rn → Rn maps Lebesgue measurable
subsets to Lebesgue measurable subsets.

The proposition can be proved just like the first part of the proof of Proposi-
tion 11.4.5. The result implies that bi-Lipschitz maps indeed satisfy conditions of
Proposition 12.4.1.

Exercise 12.34. Prove that a map on a ball (or more generally, a convex subset) with
bounded partial derivatives is a Lipschitz map. Moreover, explain that it is possible for a
differentiable map to have bounded partial derivatives on an open subset, yet the map is
not Lipschitz.

Exercise 12.35. Use Theorem 11.4.6 to prove that, if Φ: X → Y is an invertible map
between Lebesgue measurable subsets of Rn, such that A is Lebesgue measurable implies
Φ(A) is Lebesgue measurable, then µ(A) = 0 implies µ(Φ(A)) = 0.

To get the formula for a bi-Lipschitz change of variable, we also need to know
the differentiability. For absolutely continuous functions on the real line, this was
given by Theorem 12.3.3. For Lipschitz functions on the Euclidean space, this is
given by the following.

Theorem 12.4.3 (Rademacher). A Lipschitz map is differentiable almost every-
where.

Proof. It is sufficient to prove for each coordinate function of the Lipschitz map.
Moreover, we may assume that the Lipschitz function is defined on Rn. Note that
since a single variable Lipschitz function is absolutely continuous, which implies
bounded variation, the Rademacher theorem holds on the real line by Theorem
12.3.3.

We fix a vector ~v of unit length and consider the subset X of all ~x ∈ R, such
that the limit for directional derivative diverges

D~vf(~x) = lim
t→0

1

t
(f(~x+ t~v)− f(~x)).
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Since
1

t
(f(~x+ t~v)− f(~x)) is continuous for each fixed t, Example 11.4.4 shows that

X is a Gδσ-set and is therefore Lebesgue measurable. For the special case ~v = ~e1

and ~x = (x, ~y) ∈ R × Rn−1, D~e1f(~x) =
∂f(x, ~y)

∂x
is the partial derivative. If we

fix ~y, then for the single variable Lipschitz function f~y(x) = f(x, ~y), the partial

derivative
∂f(x, ~y)

∂x
exists almost everywhere. This means that µ1(X ∩ R× ~y) = 0

for the 1-dimensional Lebesgue measure µ1. The measurability of X then allows us
to apply Proposition 11.3.3 to conclude that the n-dimensional Lebesgue measure

µn(X) =

∫
Rn−1

µ1(X ∩ R× ~y)dµn−1(~y) =

∫
Rn−1

0dµn−1(~y) = 0.

For general ~v, we may replace the x-coordinate direction R×~0 by R~v and replace the
~y-coordinate direction ~0×Rn−1 by the subspace orthogonal to ~v and still conclude
that the corresponding non-differentiable subset X has zero measure.

Now each of the n partial derivatives exists almost everywhere. Therefore the
gradient ∇f = (D~e1f, . . . ,D~enf) exists almost everywhere. On the other hand, for
any fixed ~v, the directional derivative D~vf exists almost everywhere. We claim that,
for fixed ~v, we have

D~vf = ∇f · ~v (12.4.2)

almost everywhere. By Proposition 12.2.4, we only need to prove that∫
(D~vf)gdµn =

∫
(∇f · ~v)gdµn

for any compactly supported smooth function g.
For the special case ~v = ~e1, the Fubini Theorem (Theorem 11.3.4) tells us∫

(D~e1f)gdµn =

∫
Rn−1

(∫
R

∂f(x, ~y)

∂x
g(x, ~y)dµ1(x)

)
dµn−1(~y).

The Lipschitz function f~y(x) = f(x, ~y) is absolutely continuous, and g~y(x) = g(x, ~y)
is differentiable and bounded. Therefore f~y(x)g~y(x) is absolutely continuous and

(f~y(x)g~y(x))′ = f ′~y(x)g~y(x) + f~y(x)g′~y(x)

for almost all x, and we may apply the fundamental theorem (Theorem 12.3.5) to
get integration by parts formula

f~y(b)g~y(b)− f~y(a)g~y(a) =

∫ b

a

f ′~y(x)g~y(x)dµ1(x) +

∫ b

a

f~y(x)g′~y(x)dµ1(x).

Since g~y(x) = 0 for sufficiently big x, by taking a→ −∞ and b→ +∞, the left side
is 0, and we get∫

(D~e1f)gdµn =

∫
Rn−1

(∫
R
f ′~y(x)g~y(x)dµ1(x)

)
dµn−1(~y)

= −
∫
Rn−1

(∫
R
f~y(x)g′~y(x)dµ1(x)

)
dµn−1(~y) = −

∫
f(D~e1g)dµn.
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Similarly, for general ~v, we have∫
(D~vf)gdµn = −

∫
f(D~vg)dµn. (12.4.3)

Then for ~v = (v1, . . . , vn), we have∫
(∇f · ~v)gdµn =

∫ ( n∑
i=1

viD~eif

)
gdµn =

n∑
i=1

vi

∫
(D~eif)gdµn

= −
n∑
i=1

vi

∫
f(D~eig)dµn = −

∫
f

(
n∑
i=1

viD~eig

)
dµn

= −
∫
f(∇g · ~v)dµn. (12.4.4)

Since g is differentiable, the right sides of (12.4.3) and (12.4.4) are equal. Therefore∫
(D~vf)gdµn =

∫
(∇f · ~v)gdµn for any compactly supported smooth g.

Now let V be a countable dense subset of the unit sphere. For each ~v ∈ V ,
the subset Y (~v) on which the equality (12.4.2) fails has measure zero. Since V
is countable, the union ∪~v∈V Y (~v) still has measure zero. Then at any ~x ∈ Z =
Rn − ∪~v∈V Y (~v), the equality (12.4.2) holds for all ~v ∈ V .

Now we claim that f is differentiable at any point ~x ∈ Z. So we consider

ε(t, ~v, ~x) =
1

t
(f(~x+ t~v)− f(~x))−∇f · ~v, ~x ∈ Z, ‖~v‖ = 1.

The problem is to show that, for any ε > 0, there is δ > 0 depending on ε, ~x but not
on ~v, such that |t| < δ implies |ε(t, ~v, ~x)| < ε. We note that, due to the Lipschitz
property, we have∣∣∣∣1t (f(~x+ t~u)− f(~x+ t~v))

∣∣∣∣ ≤ 1

|t|
L‖t~u− t~v‖ = L‖~u− ~v‖,

and if the norm is the Euclidean norm,

|∇f · ~u−∇f · ~v| ≤ ‖∇f‖‖~u− ~v‖ ≤
√
nL‖~u− ~v‖.

Therefore

|ε(t, ~u, ~x)− ε(t, ~v, ~x)| =
∣∣∣∣1t (f(~x+ t~u)− f(~x+ t~v))− (∇f · ~u−∇f · ~v)

∣∣∣∣
≤ (1 +

√
n)L‖~u− ~v‖.

Since V is dense in the unit sphere, there are finitely many ~v1, . . . , ~vk ∈ V , such
that for any ~v of unit length, we have ‖~v−~vi‖ < ε for some i. For these k directions,
we can find δ, such that |t| < δ implies |ε(t, ~vi, ~x)| < ε for all i = 1, . . . , k. Then for
any ~v of unit length, we have ‖~v − ~vi‖ < ε for some i, and

|ε(t, ~v, ~x)| ≤ |ε(t, ~vi, ~x)− ε(t, ~v, ~x)|+ |ε(t, ~vi, ~x)|
≤ (1 +

√
n)L‖~vi − ~v‖+ |ε(t, ~vi, ~x)|

≤ (1 +
√
n)Lε+ ε = [(1 +

√
n)L+ 1]ε.
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This completes the proof.

A remarkable result related to Rademacher’s theorem is the following.

Theorem 12.4.4 (Alexandrov). A convex function is twice differentiable almost ev-
erywhere.

Change of Variable on Rn

Theorem 12.4.5. Suppose Φ: X ⊂ Rn → Rn is a bi-Lipschitz map. Then for a
Lebesgue integrable function f on Φ(X), we have∫

Φ(X)

fdµ =

∫
X

f ◦ Φ|det Φ′|dµ.

The derivative Φ′ in the formula comes from the Rademacher theorem (The-
orem 12.4.3) and the fact that Φ can be extended to a Lipschitz map on Rn.

Proof. We still denote by Φ and Φ−1 the Lipschitz extensions of Φ and Φ−1 on
X and Φ(X). The two maps are inverse to each other only on X and Φ(X). By
Rademacher theorem, the two (extended) maps Φ and Φ−1 are differentiable away
from subsets A and B of measure zero. We may also assume that A contains all
the places where the equality (12.4.1) fails, and all places where

lim
ε→0

µ(X ∩B(~a, ε))

µ(B(~a, ε))
= 1 (12.4.5)

fails (see the discussion of Lebesgue density theorem after Proposition 12.2.1). We
may further assume that B contains the similar failure points for Φ−1. By Propo-
sitions 12.4.1 and 12.4.2, Φ(A) and Φ−1(B) are subsets of measure zero. Then Φ
and Φ−1 are differentiable away from A∪Φ−1(B) and Φ(A)∪B, both being subsets
of measure zero. By replacing X with X − A ∪ Φ−1(B) (which does not affect
the change of variable formula we want to prove, and does not affect the equalities
(12.4.1) and (12.4.5)), we may assume that Φ is differentiable everywhere in X, and
the equalities (12.4.1) and (12.4.5) hold for every ~a ∈ X. Moreover, we may also
assume the same happens to Φ−1 on Φ(X).

We expect the chain rule to tell us (Φ−1)′(Φ(~a))◦Φ′(~a) = id for ~a ∈ X. While
the claim is true, the reason is a subtle one. The problem is that we only have
Φ−1 ◦ Φ = id on X, so that Φ−1 ◦ Φ = id may not hold on a whole neighborhood
of ~a. So we need to repeat the argument for the chain rule again, only over X. Let
~b = Φ(~a). Then ~a = Φ−1(~b). By the differentiability of (extended) Φ and Φ−1 at ~a

and ~b, we have

Φ(~x) = ~b+ Φ′(~a)∆~x+ o(∆~x), Φ−1(~y) = ~a+ (Φ−1)′(~b)∆~y + o(∆~y).

Then for ~x ∈ X, we have

~x = Φ−1(Φ(~x)) = ~a+ (Φ−1)′(~b)(Φ′(~a)∆~x+ o(∆~x)) + o(Φ′(~a)∆~x+ o(∆~x))

= ~a+ (Φ−1)′(~b)Φ′(~a)∆~x+ o(∆~x).
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In other words, ~v = (Φ−1)′(~b)Φ′(~a)~v + o(~v) as long as ~a + ~v ∈ X. Since (12.4.5)
is assumed to hold at ~a, there are plenty enough small ~v pointing to all directions,
such that ~a + ~v ∈ X. Then the equality ~v = (Φ−1)′(~b)Φ′(~a)~v + o(~v) for these ~v

implies that (Φ−1)′(~b)Φ′(~a) = id. The rigorous proof is given by Proposition 12.4.6.
Now (Φ−1)′(Φ(~a))Φ′(~a) = id holds for every ~a ∈ X. This implies that Φ′ is

invertible on X and (Φ−1)′ is invertible on Φ(X).

Let ~a ∈ X, ~b = Φ(~a) and K = Φ′(~a)−1. Then for any ε > 0, there is δ′ > 0,
such that

‖~x− ~a‖ < δ′ =⇒ ‖Φ(~x)− Φ(~a)− Φ′(~a)(~x− ~a)‖ ≤ ε‖~x− ~a‖

=⇒ ‖K(Φ(~x))−K(~b)− (~x− ~a)‖ ≤ ‖K‖ε‖~x− ~a‖

=⇒ ‖K(Φ(~x))−K(~b)‖ ≤ (1 + ‖K‖ε)‖~x− ~a‖.

This implies

0 < δ ≤ δ′ =⇒ K(Φ(B(~a, δ))) ⊂ B(K(~b), (1 + ‖K‖ε)δ).

Therefore for 0 < δ ≤ δ′, we have

µ(Φ(B(~a, δ)))

µ(B(~a, δ))
=

1

|detK|
µ(K(Φ(B(~a, δ))))

µ(B(K(~b), δ))

≤ |det Φ′(~a)|µ(B(K(~b), (1 + ‖K‖ε)δ))
µ(B(K(~b), δ))

= |det Φ′(~a)|(1 + ‖K‖ε)n.

By our assumption, the limit (12.4.1) converges, and we get

JΦ(~a) = lim
δ→0

µ(Φ(B(~a, δ)))

µ(B(~a, δ))
≤ |det Φ′(~a)|(1 + ‖K‖ε)n.

Since ε is arbitrary, we get

JΦ(~a) ≤ |det Φ′(~a)| for ~a ∈ X.

By applying the same argument to Φ−1 on Φ(X), we get

JΦ−1(~b) ≤ |det(Φ−1)′(~b)| = 1

|det Φ′(~a)|
for ~b = Φ(~a), ~a ∈ X.

However, applying the change Φ and then the change Φ−1 should get back the
original integral, so that

JΦ−1(~b)JΦ(~a) = 1 for almost all ~a ∈ X.

Therefore we conclude that JΦ = |det Φ′| almost everywhere.

By taking the linear transform to be (Φ−1)′(~b)Φ′(~a) − I, the following gives

rigorous argument for (Φ−1)′(~b)Φ′(~a) = I in the proof above.
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Proposition 12.4.6. Suppose X ⊂ Rn is a Lebesgue measurable subset satisfying

lim
ε→0

µ(X ∩Bε)
µ(Bε)

= 1, Bε = B(~0, ε).

Suppose L is a linear transform satisfying

lim
~x∈X, ~x→~0

‖L(~x)‖
‖~x‖

= 0.

Then L is the zero transform.

Proof. Suppose L is not the zero transform. Then ‖L(~v)‖ > 0 for some ~v. By the

continuity of λ(~x) =
‖L(~x)‖
‖~x‖

for nonzero ~x, we have λ(~x) > c =
1

2
λ(~v) for all ~x

in a ball B = B(~v, δ). Moreover, for any vector in the open cone C = {t~x : t 6=
0, ~x ∈ B}, we also have λ(t~x) = λ(~x) > c. On the other hand, the assumption
lim~x∈X, ~x→~0 λ(~x) = 0 tells us that there is δ > 0, such that λ(~x) < c for ~x ∈ X ∩Bδ.
Therefore C ∩X ∩Bδ = ∅. This implies that, for ε < δ, we have X ∩Bε ⊂ Bε −C,
so that

µ(X ∩Bε)
µ(Bε)

≤ µ(Bε − C)

µ(Bε)
.

The ratio on the right is independent of ε and is < 1. Therefore we cannot have

limε→0
µ(X ∩Bε)
µ(Bε)

= 1.

12.5 Additional Exercise
Alternative Proof of Radon-Nikodym Theorem

The following is a proof the Radon-Nikodym Theorem (Theorem 12.1.6) for the case µ
and ν are finite non-negative valued measures. The idea is that the function f should be
the “upper evelope” of measurable functions f ≥ 0 satisfying

ν(A) ≥
∫
A

fdµ for any measurable A. (12.5.1)

Exercise 12.36. Prove that if f, g satisfy (12.5.1), then max{f, g} satisfies (12.5.1).

Exercise 12.37. Prove that there is an increasing sequence fn satisfying (12.5.1), such that

lim
n→∞

∫
X

fndµ = sup

{∫
X

gdµ : g satisfies (12.5.1)

}
.

Moreover, prove that f = limn→∞ fn also satisfies (12.5.1) and λ(A) = ν(A) −
∫
A

fdµ is

a measure.

Exercise 12.38. Prove that, if λ(X) > 0, then there is ε > 0 and a measurable B, such that
µ(B) > 0 and f + εχB satisfies (12.5.1).
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Exercise 12.39. Use Exercise 12.38 to prove that ν(A) =

∫
A

fdµ for any measurable A.
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13.1 Curve
Curves, surfaces or more generally submanfolds of Rn have length, area or volume.
These are measures at various dimensions, and the integration may be defined
against these measures.

By a curve C, we mean that the curve can be presented by a continuous map
φ(t) : [a, b]→ Rn, called a parameterization of C. A change of variable (or reparam-
eterization) is an invertible continuous map u ∈ [c, d] 7→ t = t(u) ∈ [a, b], so that
C is also presented by φ(t(u)) : [c, d] → Rn. We take all reparameterizations to be
equally good. In other words, we do not have a preferred choice of parameterization.

Length of Curve

To define the length of a curve C, we take a partition P . This is a “monotone”
choice of partition points ~xi ∈ C. The segment Ci of C between ~xi−1 and ~xi is
approximated by the straight line connecting the two points. The length of the
curve is then approximately

µP (C) =
∑
‖~xi − ~xi−1‖.

Here we do not have to restrict the norm to the euclidean one.

~x0

~x1

~x2

~xi−1

~xi

~xn

Ci

Figure 13.1.1. Partition and approximation of curve.

If another partition P ′ refines P , then by the triangle inequality, we have
µP ′(C) ≥ µP (C). If µP (C) is bounded, then the curve is rectifiable and has length

µ(C) = sup
P
µP (C).

Given a parameterization φ : [a, b] → Rn of C, a partition Q = {ti} of [a, b]
gives a partition P = φ(Q) = {~xi = φ(ti)} of C. Moreover, the segment Ci may be
parameterized by the restriction φ|[ti−1,ti]. Since the definition of length does not
make explicit use of the parameterization, the length is independent of the choice
of parameterization.

Proposition 13.1.1. A curve is rectifiable if and only if its coordinate functions
have bounded variations.
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Proof. Because all norms are equivalent, the rectifiability is independent of the
choice of the norm. If we take the L1-norm, then for a parameterization φ(t) and a
partition Q of [a, b], we have

‖~xi − ~xi−1‖1 = ‖φ(ti)− φ(ti−1)‖1 = |x1(ti)− x1(ti−1)|+ · · ·+ |xn(ti)− xn(ti−1)|.

This implies
µP (C) = VP (x1) + · · ·+ VP (xn),

and the proposition follows.

For a parameterized rectifiable curve C, the arc length function

s(t) = µ(φ|[a,t])

is increasing. By Proposition 4.6.3, s(t) is also continuous. If φ is not constant on
any interval in [a, b], then s(t) is strictly increasing, and the curve can be reparam-
eterized by the arc length. In general, we may take out the intervals on which φ
is constant and modify the parameterization by reducing such intervals to single
points. Since this does not effectively change C, without loss of generality, we may
assume that all curves can be reparameterized by the arc length.

Exercise 13.1. Prove that the L1-length of a rectifiable curve is the sum of the variations
of the coordinates on the interval. Then find the L1-length of the unit circle in R2.

Exercise 13.2. Show that a straight line segment is rectifiable and compute its length.

Exercise 13.3. Suppose C is a rectifiable curve.

1. Prove that if C is divided into two parts C1 and C2, then µ(C) = µ(C1) + µ(C2).

2. Prove that if F : Rn → Rn satisfies ‖F (~x)−F (~y)‖ = ‖~x−~y‖, then µ(C) = µ(F (C)).

3. Prove that if aC is obtained by scaling the curve by factor a, then µ(aC) = |a|µ(C).

Exercise 13.4. Let n ≥ 2. Prove that the image of any rectifiable curve in Rn has n-
dimensional measure zero. In fact, the image is Jordan measurable.

Exercise 13.5. Let C be a rectifiable curve. Prove that for any ε > 0, there is δ > 0, such
that if a partition P = {Ci} of C satisfies ‖P‖ = maxi µ(Ci) < δ, then µP (C) > µ(C)− ε.
This implies

lim
‖P‖→0

µP (C) = µ(C).

Exercise 13.6. Suppose φ(t) is a parameterization of a rectifiable curve C. Let Q = {ti} be
a partition of the parameter and P = {φ(ti)} be the corresponding partition of the curve.

1. Prove that ‖Q‖ = maxi |ti − ti−1| → 0 implies ‖P‖ = maxi µ(Ci)→ 0.

2. Suppose φ is not constant on any interval. Prove that ‖P‖ → 0 implies ‖Q‖ → 0.

Exercise 13.7. Consider a partition of a rectifiable curve C consisting of partition points
~xi an partition segments Ci.
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1. Prove that maxi µ(Ci)→ 0 implies maxi ‖~xi − ~xi−1‖ → 0.

2. Suppose C simple in the sense that it does not cross itself. Prove that maxi ‖~xi −
~xi−1‖ → 0 implies maxi µ(Ci)→ 0.

A parameterization of a curve is absolutely continuous if its coordinate func-
tions are absolutely continuous. Exercise 13.12 gives other equivalent and more
intrinsic definitions. Such a parameterization has the tangent vector φ′(t) for al-
most all t, and the tangent vector can be used to compute the length of the curve.

Proposition 13.1.2. An absolutely continuous curve φ(t) has arc length

∫ b

a

‖φ′(t)‖dt.

The proposition implies that the arc length function is

s(t) =

∫ t

a

‖φ′(τ)‖dτ,

or

s′(t) = ‖φ′(t)‖ almost everywhere.

In the special case t = s is the arc length, we find that the tangent vector φ′(s) has
the unit length.

Proof. The absolute continuity implies φ(t) = φ(a) +

∫ t

a

φ′(τ)dτ . We need to show

µP (φ) =
∑
‖φ(ti)− φ(ti−1)‖ =

∑∥∥∥∥∥
∫ ti

ti−1

φ′(t)dt

∥∥∥∥∥ , P = φ(Q)

converges to

∫ b

a

‖φ′(t)‖dt as the partition Q of [a, b] gets more and more refined.

The idea is to reduce the problem to the case φ′ is Riemann integrable.
By Proposition 10.5.3, for any ε > 0, there is a compactly supported smooth

map g : [a, b] → Rn (actually Riemann integrable is enough for our purpose), such

that

∫ b

a

‖φ′ − g‖dt < ε. Let γ(t) = φ(a) +

∫ t

a

g(τ)dτ . Then by the inequality in

Exercise 10.61 (also see Exercise 10.71), we have

|µP (φ)− µP (γ)| ≤
∑∥∥∥∥∥

∫ ti

ti−1

(φ′ − g)dt

∥∥∥∥∥
≤
∑∫ ti

ti−1

‖φ′ − g‖dt =

∫ b

a

‖φ′ − g‖dt < ε,∣∣∣∣∣
∫ b

a

‖φ′‖dt−
∫ b

a

‖g‖dt

∣∣∣∣∣ =

∫ b

a

|‖φ′‖ − ‖g‖| dt ≤
∫ b

a

‖φ′ − g‖dt < ε.
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On the other hand, we have

|µP (γ)− S(Q, ‖g‖)| ≤
∑∣∣∣∣∣

∥∥∥∥∥
∫ ti

ti−1

g(t)dt

∥∥∥∥∥− ‖g(t∗i )‖∆ti

∣∣∣∣∣
≤
∑∥∥∥∥∥

∫ ti

ti−1

g(t)dt−∆tig(t∗i )

∥∥∥∥∥
≤
∑

sup
t∈[ti−1,ti]

‖g(t)− g(t∗i )‖∆ti.

The Riemann integrability of g implies that the right side is < ε for sufficiently
refined Q. Then we get∣∣∣∣∣µP (φ)−

∫ b

a

‖g‖dt

∣∣∣∣∣ ≤ |µP (φ)− S(Q, ‖g‖)|+

∣∣∣∣∣S(Q, ‖g‖)−
∫ b

a

‖g‖dt

∣∣∣∣∣ < 2ε

for sufficiently refined Q. Combining all the inequalities, we get∣∣∣∣∣µP (φ)−
∫ b

a

‖φ′‖dt

∣∣∣∣∣ < 4ε

for sufficiently refined Q. This implies that

∫ b

a

‖φ′(t)‖dt is the length of φ(t).

Example 13.1.1. The graph of a function f(x) on [a, b] is parameterized by φ(x) =

(x, f(x)). If f is absolutely continuous, then the Euclidean length of the graph is

∫ b

a

√
1 + f ′2dt

and the L1-length is

∫ b

a

(1 + |f ′|)dt.

Example 13.1.2. For the circle φ(θ) = (a cos θ, a sin θ), the Euclidean arc length (counted
from θ = 0) is

s =

∫ θ

0

‖φ′(t)‖2dt =

∫ θ

0

√
a2 sin2 t+ a2 cos2 tdt = aθ.

Therefore the circle is parameterized as φ(s) =
(
a cos

s

a
, a sin

s

a

)
by the arc length.

On the other hand, with respect to the L1-norm, we have

s =

∫ θ

0

‖φ′(t)‖1dt =

∫ θ

0

|a|(| sin t|+ | cos t|)dt = |a|(1− cos θ + sin θ), for 0 ≤ θ ≤ π

2
.

Example 13.1.3. The astroid x
2
3 + y

2
3 = a

2
3 can be parameterized as x = a cos3 t, y =

a sin3 t for 0 ≤ t ≤ 2π. The Euclidean length of the curve is∫ 2π

0

√
(−3a cos2 t sin t)2 + (3a sin2 t cos t)2dt = 6a.
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The L∞-length is∫ 2π

0

max{| − 3a cos2 t sin t|, |3a sin2 t cos t|}dt = 8

(
1− 1

2
√

2

)
a.

Exercise 13.8. Find the formula for the arc length of a curve in R2 in terms of the param-
eterized polar coordinate r = r(t), θ = θ(t).

Exercise 13.9. Compute the Euclidean lengths of the curves. Can you also find the length
with respect to other norms?

1. Parabola y = x2, 0 ≤ x ≤ 1.

2. Spiral r = aθ, 0 ≤ θ ≤ π.

3. Another spiral r = eaθ, 0 ≤ θ ≤ α.

4. Cycloid x = a(t− sin t), y = a(1− cos t), 0 ≤ t ≤ 2π.

5. Cardioid r = 2a(1 + cos θ).

6. Involute of the unit circle x = cos θ + θ sin θ, y = sin θ − θ cos θ, 0 ≤ θ ≤ α.

7. Helix x = a cos θ, y = a sin θ, z = bθ, 0 ≤ θ ≤ α.

Exercise 13.10. Directly prove Proposition 13.1.2 by using Exercise 11.15 and Theorem
12.3.5.

Exercise 13.11. What is the length of the graph (t, κ(t)), t ∈ [0, 1], of the Cantor function
κ in Example 11.4.5? Please consider various norms. Explain why you cannot calculate
the length by using the formula in Proposition 13.1.2. Instead, by Exercise 13.6, you can
use special partitions to calculate the length.

Exercise 13.12. Prove the following are equivalent for a continuous curve φ(t).

1. The coordinate functions of φ(t) are absolutely continuous.

2. The arc length function s(t) is absolutely continuous.

3. For any ε > 0, there is δ > 0, such that for disjoint intervals (ti, t
′
i), we have

|t1 − t′1|+ · · ·+ |tn − t′n| < δ =⇒ ‖φ(t1)− φ(t′1)‖+ · · ·+ ‖φ(tn)− φ(t′n)‖ < ε.

Exercise 13.13. Suppose φ(t) is a continuously differentiable curve on [a, b]. For any par-
tition Q of [a, b] and choice t∗i , the curve is approximated by the tangent lines Li(t) =
φ(t∗i ) + φ′(t∗i )(t − t∗i ) on intervals [ti−1, ti]. See Figure 13.1.2. Prove that the sum of the
lengths of the tangent lines converges to the length of φ as ‖Q‖ → 0.

Integration of Function Along Curve

Let f(~x) be a function defined along a rectifiable curve C. For a partition P of C
and sample points ~x∗i ∈ Ci, we get a Riemann sum

S(P, f) =
∑

f(~x∗i )µ(Ci).
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~x0

~x1

~x2

~xi−1

~x∗i
~xi

~xn

Li

Figure 13.1.2. Tangential approximation of the length of curve.

If the sum converges as ‖P‖ = maxi µ(Ci) converges to 0, then the limit is the

Riemann integral

∫
C

fds of f along C.

If C is parameterized by φ : [a, b]→ Rn and P comes from a partition of [a, b],
then

S(P, f) =
∑

f(φ(t∗i ))(s(ti)− s(ti−1)).

Therefore in case f(φ(t)) is Riemann-Stieltjes integrable with respect to s(t), we
have the first equality below∫

C

fds =

∫ b

a

f(φ(t))ds(t) =

∫ b

a

f(φ(t))‖φ′(t)‖dt.

The second equality holds if we further know that φ is absolutely continuous.

For maps F : Rn → Rm, the Riemann integral

∫
C

Fds can be similarly defined

and computed.
The integral along a curve has properties similar to the Riemann integral on

an interval.

Example 13.1.4. We try to compute the integral of a linear function l(~x) = ~a · ~x along
the straight line C connecting ~u to ~v. The straight line can be parameterized as φ(t) =
~u+ t(~v − ~u), with ds = ‖~v − ~u‖dt. Therefore∫

C

~a · ~xds =

∫ 1

0

~a · (~u+ t(~v − ~u))‖~v − ~u‖dt =
1

2
(~a · (~u+ ~v))‖~v − ~u‖.

The computation holds for any norm.

Example 13.1.5. The integral of |y| along the unit circle with respect to the Euclidean
norm is ∫

x2+y2=1

|y|ds =

∫ 2π

0

| sin θ|dθ = 4

∫ π
2

0

| sin θ|dθ = 4.

The integral with respect to the L1-norms is∫
x2+y2=1

|y|ds =

∫ 2π

0

| sin θ|(| sin θ|+ | cos θ|)dθ = 4

∫ π
2

0

sin θ(sin θ + cos θ)dθ = π + 2.
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Exercise 13.14. Compute the integral along the curve with respect to the Euclidean norm.
Can you also compute the integral with respect to other norms?

1.

∫
C

xyds, C is the part of the ellipse
x2

a2
+
y2

b2
= 1 in the first quadrant.

2.

∫
C

(x
4
3 + y

4
3 )ds, C is the astroid x

2
3 + y

2
3 = a

2
3 .

3.

∫
C

(a1x+ a2y + a3z)ds, C is the circle x2 + y2 + z2 = 1, b1x+ b2y + b3z = 0.

Exercise 13.15. Extend Exercise 13.5 to integral along rectifiable curve

lim
maxi µ(Ci)→0

S(P, f) =

∫
C

fds.

Then calculate the integral of the function y along the graph (t, κ(t)), t ∈ [0, 1], of the
Cantor function κ in Exercise 13.11.

Exercise 13.16. Prove that f is Riemann integrable along a rectifiable curve C if and only
if for any ε > 0, there is δ > 0, such that ‖P‖ < δ implies

∑
ωCi(f)µ(Ci) < ε. This implies

that the Riemann integrability along a rectifiable curve is independent of the choice of the
norm.

Exercise 13.17. Prove that continuous functions and monotone functions (the concept is
defined along curves) are Riemann integrable along rectifiable curves.

Exercise 13.18. Suppose f is Riemann integrable along a rectifiable curve. Suppose g is a
uniformly continuous function on values of f . Prove that g ◦f is Riemann integrable along
the curve.

Exercise 13.19. Prove that the sum and the product of Riemann integrable functions along
a rectifiable curve are still Riemann integrable along the curve, and∫

C

(f + g)ds =

∫
C

fds+

∫
C

gds,

∫
C

cfds = c

∫
C

fds.

Moreover, prove that

f ≤ g =⇒
∫
C

fds ≤
∫
C

gds.

Exercise 13.20. Suppose f is a continuous function along a rectifiable curve C. Prove that

there is ~c ∈ C, such that

∫
C

fds = f(~c)µ(C).

Exercise 13.21. Suppose a rectifiable curve C is divided into two parts C1 and C2. Prove
that a function is Riemann integrable on C if and only if it is Riemann integrable on C1

and C2. Moreover, ∫
C

fds =

∫
C1

fds+

∫
C2

fds.



13.1. Curve 509

Exercise 13.22. Suppose F : Rn → Rn is a map satisfying ‖F (~x)−F (~y)‖ = ‖~x− ~y‖. Prove

that

∫
F (C)

f(~x)ds =

∫
C

f(F (~x))ds.

Exercise 13.23. Suppose f is a Riemann integrable function along a rectifiable curve C
connecting ~a to ~b. For any ~x ∈ C, denote by C[~a, ~x] the part of C between ~a and ~x. Then

F (~x) =

∫
C[~a,~x]

fds can be considered as the “antiderivative” of f along C. By using the

concept, state and prove the integration by part formula for the integral along C.

Exercise 13.24. Prove that a map F : C → Rm on a rectifiable curve C is Riemann in-
tegrable if and only if each coordinate of F is Riemann integrable. Moreover, discuss

properties of the integral

∫
C

Fds.

Integration of 1-Form Along Curve

A vector field F : C → Rn along a rectifiable curve C ∈ Rn assigns a vector F (~x) ∈
Rn to any point ~x ∈ C. For a partition P of C and sample points ~x∗i ∈ Ci, define
the Riemann sum

S(P, F ) =
∑

F (~x∗i ) · (~xi − ~xi−1).

If the sum converges as ‖P‖ = maxi µ(Ci) converges to 0, then the limit is the

Riemann integral

∫
C

F · d~x.

Note that

∫
C

F · d~x depends on the orientation of C, which is the choice of

a beginning point ~x0 (which implies that ~xn is the end point). If the direction of
the curve is reversed, then the order of the partition points ~xi is reversed, and the
Riemann sum changes the sign. The observation leads to∫

−C
F · d~x = −

∫
C

F · d~x,

where we use −C to denote the same curve but with reversed orientation. The

equality can be compared with

∫ a

b

fdx = −
∫ b

a

fdx.

If F = (f1, . . . , fn), C is parameterized by φ = (x1, . . . , xn) : [a, b]→ Rn, and
P comes from a partition of [a, b], then

S(P, F ) =
∑

f1(φ(t∗i ))(x1(ti)− x1(ti−1)) + · · ·+
∑

fn(φ(t∗i ))(xn(ti)− xn(ti−1)).

If fi(φ(t)) are Riemann-Stieljes integrable with respect to xi(t), then∫
C

F · d~x =

∫ b

a

f1(φ(t))dx1(t) + · · ·+
∫ b

a

fn(φ(t))dxn(t).

If we further know that φ(t) is absolutely continuous, then we have∫
C

F · d~x =

∫ b

a

F (φ(t)) · φ′(t)dt.
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Because of the connection to the Riemann-Stieljes integral, we also denote∫
C

F · d~x =

∫
C

f1dx1 + · · ·+ fndxn.

The expression
F · d~x = f1dx1 + · · ·+ fndxn

is called a 1-form (a differential form of order 1).

Example 13.1.6. Consider three curves connecting (0, 0) to (1, 1). The curve C1 is the
straight line φ(t) = (t, t). The curve C2 is the parabola φ(t) = (t, t2). The curve C3 is the
straight line from (0, 0) to (1, 0) followed by the straight line from (1, 0) to (1, 1). Then∫

C1

ydx+ xdy =

∫ 1

0

(tdt+ tdt) = 1,∫
C2

ydx+ xdy =

∫ 1

0

(t2dt+ t · 2tdt) = 1,∫
C3

ydx+ xdy =

∫ 1

0

0dx+

∫ 1

0

1dy = 1.

We note that the result is independent of the choice of the curve. In fact, for any absolutely
continuous φ(t) = (x(t), y(t)), t ∈ [a, b], connecting (0, 0) to (1, 1), we have∫

C

ydx+ xdy =

∫ b

a

(y(t)x′(t) + x(t)y′(t))dt =

∫ b

a

(x(t)y(t))′dt

= x(b)y(b)− x(a)y(a) = 1− 0 = 1.

Example 13.1.7. Taking the three curves in Example 13.1.6 again, we have∫
C1

xydx+ (x+ y)dy =

∫ 1

0

(t2dt+ 2tdt) =
4

3
,∫

C2

xydx+ (x+ y)dy =

∫ 1

0

(t3dt+ (t+ t2)2tdt) =
17

12
,∫

C3

xydx+ (x+ y)dy =

∫ 1

0

0dx+

∫ 1

0

(1 + y)dy =
3

2
.

In contrast to the integral of ydx+ xdy, the integral of xydx+ (x+ y)dy depends on the
curve connecting the two points.

Example 13.1.8. Let F (~x) = (f(~x),−f(~x)) and let C be the diagonal connecting (0, 0)
to (1, 1). Then a partition of C is given by ~xi = (xi, xi), and the sample points are
~x∗i = (x∗i , x

∗
i ). We have

S(P, F ) =
∑

(f(~x∗i ),−f(~x∗i )) · (~xi − ~xi−1)

=
∑

(f(x∗i , x
∗
i ),−f(x∗i , x

∗
i )) · (xi − xi−1, xi − xi−1)

=
∑

0 = 0.
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So

∫
C

F · d~x = 0 for any function f . The example shows that, although the Riemann-

Stieljes integrability of fi(φ(t)) with respect to xi(t) implies the integrability of

∫
C

F · d~x,

the converse is not necessarily true.

Exercise 13.25. Compute the integral of 1-form on the three curves in Example 13.1.6. In
case the three integrals are the same, can you provide a general reason?

1. xdx+ ydy.

2. ydx− xdy.

3. (2x+ ay)ydx+ (x+ by)xdy.

4. ex(ydx+ ady).

Exercise 13.26. Compute the integral of 1-form.

1.

∫
C

ydx− xdy
x2 + y2

, C is upper half circle in the counterclockwise direction.

2.

∫
C

(2a− y)dx+ dy, C is the cycloid x = at− b sin t, y = a− b cos t, 0 ≤ t ≤ 2π.

3.

∫
C

xdy + ydz + zdx, C is the straight line connecting (0, 0, 0) to (1, 1, 1).

4.

∫
C

(x + z)dx + (y + z)dy + (x − y)dz, C is the helix x = cos t, y = sin t, z = t,

0 ≤ t ≤ α.

5.

∫
C

(y2 − z2)dx+ (z2 − x2)dy+ (x2 − y2)dz, C is the boundary of the intersection of

the sphere x2 + y2 + z2 = 1 with the first quadrant, and the direction is (x, y)-plane
part, followed by (y, z)-plane part, followed by (z, x)-plane part.

Exercise 13.27. Suppose A is a symmetric matrix. Compute the integral of A~x · d~x on any
rectifiable curve.

Exercise 13.28. Prove that if F is continuous, then the 1-form F · d~x is integrable along a
rectifiable curve.

Exercise 13.29. Calculate the integral of the 1-form xdx + ydy along the graph (t, κ(t)),
t ∈ [0, 1], of the Cantor function κ in Exercise 13.11.

Exercise 13.30. Prove that if the 1-form F · d~x is integrable along a rectifiable curve and
G is uniformly continuous on values of F , then (G ◦ F ) · d~x is integrable.

Exercise 13.31. Prove that the sum and scalar multiplication of integrable 1-forms are
integrable, and∫

C

(F +G) · d~x =

∫
C

F · d~x+

∫
C

G · d~x,
∫
C

cF · d~x = c

∫
C

F · d~x.

Exercise 13.32. Prove the inequality∣∣∣∣∫
C

F · d~x
∣∣∣∣ ≤ µ(C) sup

C
‖F‖2,
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where µ(C) is the Euclidean length of C.

Exercise 13.33. Suppose a rectifiable curve C is divided into two parts C1 and C2. Prove
that a 1-form is integrable on C if and only if it is integrable on C1 and C2. Moreover,∫

C

F · d~x =

∫
C1

F · d~x+

∫
C2

F · d~x.

Exercise 13.34. Suppose ~a is a constant vector and U is an orthogonal linear transform.

Prove that

∫
~a+U(C)

U(F (~x)) · d~x =

∫
C

F (~a + U(~x)) · d~x. Note that by Exercise 7.92, the

transforms ~x 7→ ~a+ U(~x) are exactly isometries of the Euclidean norm.

Exercise 13.35. Suppose c is a constant. Prove that

∫
cC

F (~x) · d~x = c

∫
C

F (c~x) · d~x.

Exercise 13.36. Define the oscillation ωC(F ) = sup~x,~y∈C ‖F (~x) − F (~y)‖. Prove that if for
any ε > 0, there is δ > 0, such that ‖P‖ < δ implies

∑
ωCi(F )µ(Ci) < ε, where Ci are the

segments of C cut by the partition P , then F · d~x is integrable along C. Show that the
converse is not true.

13.2 Surface
The length of a curve is defined by the approximation by straight line segments
connecting partition points on the curve. For the area of a surface, the natural
extension would be the approximation by triangles connecting points on the surface.
However, the next example shows that the idea does not work.

Example 13.2.1. Consider the cylinder of radius 1 and height 1. Let α =
π

m
and d =

1

2n
.

At the heights 0, d, 2d, 3d, . . . , 2nd of the cylinder, we have 2n+ 1 unit circles. On the unit
circles at the even heights 0, 2d, 4d, . . . , 2nd, we plot m points at angles 0, 2α, 4α, . . . , (2m−
2)α. On the unit circles at the odd heights d, 3d, 5d, . . . , (2n − 1)d, we plot m points at
angles α, 3α, . . . , (2m − 1)α. By connecting nearby triple points, we get 2mn identical
isosceles triangles with base 2 sinα and height

√
(1− cosα)2 + d2. The total area is

4mn · 1

2
· 2 sinα ·

√
(1− cosα)2 + d2 = 2π

sinα

α

√(
1− cosα

d

)2

+ 1.

This has no limit as α, d→ 0.

Area of Surface

The problem with the counterexample is that the directions of the approximate
planes are not close to the directions of the tangent planes. So we need to use
the “tangential approximation”, which for a curve is given by Exercise 13.13. In
particular, we need to assume that the surface is continuously differentiable.
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d 2α

Figure 13.2.1. A bad approximation for the area of cylinder.

We take a surface to be a 2-dimensional submanifold (see Definition 8.4.1
in Section 8.4). Locally, such surfaces can either be described by a continuously
differentiable regular parameterization (Proposition 8.4.2)

σ(u, v) : U ⊂ R2 → Rn,

or by the level of a continuously differentiable map at a regular value (Proposition
8.4.3). Here we take the parameterization viewpoint and assume S = σ(U). Note
that the assumption means that the surface is covered by one parameterization.

A partition Q of U is a decomposition of U into finitely many pieces I, such
that the intersection between different pieces has zero area. The partition gives the
corresponding partition P = {σ(I)} of S = σ(U). For each piece I ∈ Q, choose a
sample point ~u∗I ∈ I. Then the restriction σ|I is approximated by the linear map

LI(~u) = σ(~u∗I) + σ′(~u∗I)(~u− ~u∗I) : R2 → Rn,

and the area of σ(I) is approximated by the area of LI(I).
What is the area (i.e., 2-dimensional measure) of LI(I)? The image of the

linear transform LI is, upon a choice of the origin, a 2-dimensional vector subspace
of Rn. With respect to the inner product on Rn, the 2-dimensional vector subspace
has a Lebesgue measure, defined as the unique translation invariant measure such
that the measure ν of the parallelogram spanned by ~x and ~y is the Euclidean length
‖~x× ~y‖2 of the cross product (see (7.2.5)).

Now the composition ν ◦ LI is a translation invariant measure on R2. By
Theorem 11.4.4, we have ν(LI(X)) = cµ(X) for all Lebesgue measurable X ⊂ R2,
where c is a constant and µ is the usual Lebesgue measure on R2. By taking
X = [0, 1]2, we get c = ν(LI([0, 1]2)). Since LI([0, 1]2) is the parallelogram spanned
by σ′(~u∗I)(~e1) = σu(~u∗I) and σ′(~u∗I)(~e2) = σv(~u

∗
I), we get

c = ν(LI([0, 1]2)) = ‖σu(~u∗I)× σv(~u∗I)‖2,

and
Area(LI(I)) = ν(LI(I)) = ‖σu(~u∗I)× σv(~u∗I)‖2µ(I).
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Thus the area of the surface is approximated by∑
I∈Q

Area(LI(I)) =
∑
I∈Q
‖σu(~u∗I)× σv(~u∗I)‖2µ(I) = S(Q, ‖σu × σv‖2).

This is the Riemann sum for the integral of the function ‖σu×σv‖2 on U . Therefore
the surface area is

µ(S) =

∫
U

‖σu × σv‖2dudv =

∫
U

√
‖σu‖22‖σv‖22 − (σu · σv)2dudv.

We also denote

dA = ‖σu × σv‖2dudv,

where A indicates the area.
Intuitively, the area of a surface should be independent of the parameteriza-

tion. To verify the intuition, we consider a continuously differentiable change of
variable (the map is invertible, and both the map and its inverse are continuously
differentiable)

(u, v) = (u(s, t), v(s, t)) : V → U.

We have σs = usσu + vsσv, σt = utσu + vtσv, and by (7.2.4),

σs × σt = det
∂(u, v)

∂(s, t)
σu × σv. (13.2.1)

Then by the change of variable formula (Theorem 12.4.5), we have∫
V

‖σs×σt‖2dsdt =

∫
V

∣∣∣∣det
∂(u, v)

∂(s, t)

∣∣∣∣ ‖σu×σv‖2dsdt =

∫
U

‖σu×σv‖2dudv. (13.2.2)

Example 13.2.2. The graph of a continuously differentiable function f(x, y) defined for
(x, y) ∈ U is naturally parameterized as σ(x, y) = (x, y, f(x, y)). By

σx × σy = (1, 0, fx)× (0, 1, fy) = (−fx,−fy, 1),

the area of the surface is∫
U

‖(1, 0, fx)× (0, 1, fy)‖2dxdy =

∫
U

√
1 + f2

x + f2
ydxdy.

In case z = f(x, y) is implicitly defined by g(x, y, z) = c, we may use the implicit differen-
tiation to calculate zx, zy and then substitute as fx, fy above to get∫

U

√
g2
x + g2

y + g2
z

|gz|
dxdy =

∫
U

dxdy

cos θ
.

Here ∇g = (gx, gy, gz) is normal to the tangent space, and θ is the angle between the
tangent plane and the (x, y)-plane.



13.2. Surface 515

Example 13.2.3 (Pappus-Guldinus). Suppose C is a continuously differentiable curve in R2

parameterized by φ(t) = (x(t), y(t)), t ∈ [a, b], such that y(t) > 0. The rotation of C with
respect to the x-axis is the parameterized surface

σ(t, θ) = (x(t), y(t) cos θ, y(t) sin θ) : [a, b]× [0, 2π)→ R3.

Since the tangent vectors σt = (x′, y cos θ, y′ sin θ) and σθ = (0,−y sin θ, y cos θ) are or-
thogonal, we have

‖σt × σθ‖2 = ‖σt‖2‖σθ‖2 = y
√
x′2 + y′2.

Therefore the area is∫
[a,b]×[0,2π)

y
√
x′2 + y′2dtdθ = 2π

∫ b

a

y
√
x′2 + y′2dt = 2π

∫
C

yds.

In terms of the center of weight for the curve C

(x∗C , y
∗
C) =

1

µ(C)

∫
C

(x, y)ds,

the area is 2πy∗Cµ(C).
Note that y∗C is the average of the distance from points in C to the x-axis. For a

curve C lying on the positive side of a straight line L : ax+ by = c, the area of the surface
obtained by rotating C around L is 2πdµ(C), where

d =
ax∗C + by∗C − c√

a2 + b2

is the distance from the centre of weight (x∗C , y
∗
C) to L, and is also the average distance

from the points on C to L.
For example, the torus is obtained by rotating a circle of radius a around a straight

line of distance b away. The distance b is between the center of the circle and the line, and
is also the average distance d. Therefore the torus has area 4π2ab.

Example 13.2.4. The parameterized surface in R4

σ(u, v) = (cos(u+ v), sin(u+ v), cosu, sinu), u, v ∈
[
0,
π

2

]
has area ∫

[0,π2 ]

√
‖σu‖22‖σv‖22 − (σu · σv)2dudv =

∫
[0,π2 ]

√
2 · 1− 12dudv =

π2

4
.

Exercise 13.37. Find the area of the graph of a map (f(x, y), g(x, y)) : R2 → R2, which is
a surface in R4. More generally, find the area of the graph of a map F : R2 → Rn−2.

Exercise 13.38. Find the area of the surface in R4 implicitly defined as f(x, y, z, w) = a
and g(x, y, z, w) = b, similar to the formula in Example 13.2.2.

Exercise 13.39. Study the effect of transforms of Rn on the area of surface.

1. For the shifting ~x→ ~a+ ~x, prove µ(~a+ S) = µ(S).

2. For the scaling ~x→ c~x, prove µ(cS) = c2µ(S).
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3. For an orthogonal linear transform U , prove µ(U(S)) = µ(S).

The discussion above assumes that the whole surface is covered by one (con-
tinuously differentiable and regular) parameterization. In general, we may not be
able (or not convenient) to do so. Then we need to decompose S into finitely many
smaller pieces Si, so that the intersection among different pieces have zero area (for
example, have dimension ≤ 1). The pieces should be small enough so that each is
covered by one parameterization. Then we can use the earlier formula to compute
the area of each Si, and the sum of the areas of Si is the area of S.

It remains to explain that the result of the computation is independent of
the choice of the pieces Si and their parameterizations. Suppose S′j is another
decomposition, and each S′j has a regular parameterization. Then S is further
decomposed into the intersections S′′ij = Si ∩ S′j . Each S′′ij can be parameterized
either as Si or as S′j . By Si = ∪jS′′ij , where the intersections of different pieces have
zero area, the area of S computed from Si is∑

i

µ(Si) =
∑
i

∑
j

µ(S′′ij ,parameterized as Si).

Similarly, the area of S computed from S′j is∑
j

µ(S′j) =
∑
j

∑
i

µ(S′′ij ,parameterized as S′j).

Since we have argued in (13.2.2) that the two parameterizations of S′′ij give the same
area µ(S′′ij), the two sums are equal.

Integration of Function Along Surface

The integration of a function f(~x) along a surface S covered with one regular pa-
rameterization σ(u, v) : U ⊂ R2 → Rn is∫

S

fdA =

∫
U

f(σ(u, v))‖σu(u, v)× σv(u, v)‖2dudv.

In general, we may need to divide the surface into smaller parameterized pieces,
such that the intersections of different pieces have zero area. Then we add the
integrals on the pieces together.

By an argument similar to (13.2.2), the integral is independent of the choice
of the parameterization∫

S

fdA =

∫
V

f(σ(s, t))‖σs × σt‖2dsdt

=

∫
V

f(σ(s, t))

∣∣∣∣det
∂(u, v)

∂(s, t)

∣∣∣∣ ‖σu × σv‖2dsdt (13.2.3)

=

∫
U

f(σ(u, v))‖σu × σv‖2dudv.
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Here the first equality is the definition of

∫
S

fdA in terms of the parameter (s, t),

the second is the change of variable formula, the third is by (13.2.1), and the last

expression is the definition of

∫
S

fdA in terms of the parameter (u, v).

We may further show that the integral is also independent of the decomposition
of the surface into parameterized pieces. Moreover, the integral has properties
similar to the integral of functions along rectifiable curves.

Example 13.2.5. For a fixed vector ~a ∈ R3, consider the integral

∫
S2

f(~a ·~x)dA on the unit

sphere. There is a rotation that moves ~a to (r, 0, 0), r = ‖~a‖2. Since the rotation preserves
the surface area, we have∫

S2

f(~a · ~x)dA =

∫
S2

f((r, 0, 0) · (x, y, z))dA =

∫
S2

f(rx)dA.

Parametrize S2 by σ(x, θ) = (x,
√

1− x2 cos θ,
√

1− x2 sin θ). Then ‖σx × σθ‖2 = 1 and∫
S2

f(rx)dA =

∫
−1≤x≤1
0≤θ≤2π

f(rx)dxdθ = 2π

∫ 1

−1

f(rx)dx =
2π

‖~a‖2

∫ ‖~a‖2
−‖~a‖2

f(x)dx.

Exercise 13.40. Study the effect of transforms of Rn on the integral along surface.

1. For the shifting ~x→ ~a+ ~x, prove

∫
~a+S

f(~x)dA =

∫
S

f(~a+ ~x)dA.

2. For the scaling ~x→ c~x, prove

∫
cS

f(~x)dA = c2
∫
S

f(c~x)dA.

3. For an orthogonal linear transform U , prove

∫
U(S)

f(~x)dA =

∫
S

f(U(~x))dA.

Exercise 13.41. Compute the attracting force

∫
S2

~x− ~a
‖~x− ~a‖32

dA of the unit sphere on a point

~a.

Exercise 13.42. Prove that the definition of

∫
S

fdA is independent of the decomposition of

the surface into parameterized pieces.

Integration of 2-Form Along Surface

Suppose σ(u, v) : U ⊂ R2 → R3 is a continuously differentiable regular parameteri-
zation of a surface S ⊂ R3. Then the parameterization gives a normal vector

~n =
σu × σv
‖σu × σv‖2

.

Geometrically, the normal vector is determined by the following properties:

• Direction: ~n is orthogonal to the tangent plane of S.
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• Length: ~n has Euclidean norm 1.

• Orientation: ~n, σu, σv follows the “right hand rule”, which means that
det(~n σu σv) > 0.

The first property means ~n · σu = 0 and ~n · σv = 0. The first two properties are
independent of the choice of the parameterization and determine the normal vector
up to the choice among ~n and −~n. The orientation picks one from the two choices.

In general, we may need to divide the surface into parameterized pieces Si.
Then we need the normal vectors of the piece to be compatible in the sense that the
normal vector changes continuously when we move from one piece to another. Then
the whole surface has a continuous choice of the normal vectors. Such a choice is
called an orientation, and the surface is called orientable.

It is possible for a surface to be nonorientable in the sense that there is no
continuous choice of the normal vectors. This is equivalent to the nonexistence
of a collection of compatibly oriented parameterizations. A typical example is the
Möbius band. In fact, a surface is not orientable if and only if it contains a Möbius
band.

Figure 13.2.2. The Möbius band is not orientable.

Example 13.2.6. The graph of a continuously differentiable function f(x, y) is naturally
parameterized as σ(x, y) = (x, y, f(x, y)). By

σx × σy = (1, 0, fx)× (0, 1, fy) = (−fx,−fy, 1),

the normal vector induced by the parameterization is

~n =
σx × σy
‖σx × σy‖

=
(−fx,−fy, 1)√
f2
x + f2

y + 1
.

Alternatively, we may try to find ~n by using the three characteristic properties. First
we solve for ~v = (a, b, c)

~v · σx = a+ cfx = 0, ~v · σy = b+ cfy = 0.

Choosing c = 1, we get ~v = (−fx,−fy, 1), which is parallel to ~n. Then by

det(~v σx σy) = det

−fx 1 0
−fy 0 1

1 fx fy

 = f2
x + f2

y + 1 > 0,

we know ~n and ~v point to the same direction. Since ~n has the unit length, we get

~n =
~v

‖~v‖ =
(−fx,−fy, 1)√
f2
x + f2

y + 1
.
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Example 13.2.7. The sphere S2
R = {(x, y, z) : x2+y2+z2 = R2} of radius R can be covered

by the paramerizations

σ1(x, y) = (x, y,
√
R2 − x2 − y2), x2 + y2 < R2,

σ2(y, x) = (x, y,−
√
R2 − x2 − y2), x2 + y2 < R2,

σ3(z, x) = (x,
√
R2 − x2 − z2, z), x2 + z2 < R2,

σ4(x, z) = (x,−
√
R2 − x2 − z2, z), x2 + z2 < R2,

σ5(y, z) = (
√
R2 − y2 − z2, y, z), y2 + z2 < R2,

σ6(z, y) = (−
√
R2 − y2 − z2, y, z), y2 + z2 < R2.

By

(σ1)x × (σ1)y =
(

1, 0,−x
z

)
×
(

0, 1,−y
z

)
=
(x
z
,
y

z
, 1
)
,

the normal vector from the first parameterization is

(σ1)x × (σ1)y
‖(σ1)x × (σ1)y‖2

=
(x, y, z)

‖(x, y, z)‖2
=
~x

R
.

Similar computations also show that
~x

R
is the normal vector from the other parameteri-

zations. Therefore the choice ~n =
~x

R
gives an orientation of the sphere.

Note that the order of the variables in σ2 are deliberately arranged to have y as the
first and x as the second. Thus the normal vector should be computed from (σ2)y × (σ2)x
instead of the other way around.

Like a vector field along a curve, a vector field along a surface is a map
F : S → Rn. If S is orientable, with orientation ~n, then the flux of the vector field
along the surface is∫

S

F · ~ndA =

∫
U

F (σ(u, v)) · (σu(u, v)× σv(u, v))dudv.

The left side shows that the integral is independent of the choice of the parameter-
ization, as long as the parameterization is compatible with the orientation, in the
sense that σu×σv is a positive multiple of ~n. In fact, changing the orientation from
~n to −~n changes the integral by a negative sign. This is similar to the effect on∫
C

F · d~x when we reverse the orientation of C.

Example 13.2.8. The outgoing flux of the flow F = (x2, y2, z2) through the sphere ‖~x −
~x0‖22 = (x− x0)2 + (y − y0)2 + (z − z0)2 = R2 is∫

‖~x−~x0‖2=R

(x2, y2, z2) · (x− x0, y − y0, z − z0)

R
dA.

By the shifting ~x→ ~x0 + ~x, the integral is equal to

1

R

∫
‖~x‖2=R

((x+ x0)2x+ (y + y0)2y + (z + z0)2z)dA.
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By suitable rotations that exchange the axis, we have∫
‖~x‖2=R

xndA =

∫
‖~x‖2=R

yndA =

∫
‖~x‖2=R

zndA.

By the transform (x, y, z) → (−x, y, z), we also know that the first integral vanishes for
odd integers n. Thus the integral above becomes

1

R

∫
‖~x‖2=R

(2x0x
2 + 2y0y

2 + 2z0z
2)dA =

2

R
(x0 + y0 + z0)

∫
‖~x‖2=R

x2dA.

Then we further use the equalities above to get∫
‖~x‖2=R

x2dA =
1

3

∫
‖~x‖2=R

(x2 + y2 + z2)dA =
1

3

∫
‖~x‖2=R

R2dA =
1

3
R2 · 4πR2 =

4

3
πR4.

We conclude that the flux is
8

3
π(x0 + y0 + z0)R3.

Exercise 13.43. Study the effect of transforms of Rn on the flux, similar to Exercise 13.40.

Exercise 13.44. By an argument similar to (13.2.3), prove that

∫
S

F · ~ndA is not changed

by compatible change of variable.

Now we give a formal interpretation of the flux. For the parameterization
σ(u, v) = (x(u, v), y(u, v), z(u, v)), by formally taking the cross product of differen-
tial 1-forms, we have

dx× dy = (xudu+ xvdv)× (yudu+ yvdv)

= (xuyv − xvyu)du× dv = det
∂(x, y)

∂(u, v)
du× dv,

and the similar formulae for dy × dz and dz × dx. Then for F = (f, g, h), we have

[F · (σu × σv)]du× dv
= [f(yuzv − yvzu) + g(zuxv − zvxu) + h(xuyv − xvyu)]du× dv
= fdy × dz + gdz × dx+ hdx× dy.

This suggests that the flux

∫
S

F ·~ndA should really be denoted

∫
S

fdy×dz+gdz×
dx+ hdx× dy.

Since the cross product is a special case of the exterior product, we introduce
the differential 2-form on R3

ω = fdy ∧ dz + gdz ∧ dx+ hdx ∧ dy.

Then the flux may be interpreted as the integral of the differential 2-form on an
oriented surface∫

S

fdy ∧ dz + gdz ∧ dx+ hdx ∧ dy

=

∫
U

(
f det

∂(y, z)

∂(u, v)
+ g det

∂(z, x)

∂(u, v)
+ hdet

∂(x, y)

∂(u, v)

)
dudv. (13.2.4)
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The formula is only for one piece of the regular parameterization σ(u, v), such that
σu × σv is a positive multiple of ~n. In general, we need to divide the surface into
such pieces and add the integrals on the pieces together.

The use of exterior product allows us to extend the integral of 2-forms to more
general orientable surfaces. A differential 2-form on Rn is

ω =
∑

1≤i<j≤n

fij(~x)dxi ∧ dxj ,

and its integral on a surface S ⊂ Rn regularly parameterized by continuously dif-
ferentiable map σ(u, v) : U ⊂ R2 → Rn is∫

S

ω =
∑

1≤i<j≤n

∫
U

fij(σ(u, v)) det
∂(xi, xj)

∂(u, v)
dudv. (13.2.5)

Under a change of variable between (u, v) ∈ U and (s, t) ∈ V , we have (see Theorem
12.4.5) ∫

U

f(σ(u, v)) det
∂(xi, xj)

∂(u, v)
dudv

=

∫
V

f(σ(s, t)) det
∂(xi, xj)

∂(u, v)

∣∣∣∣det
∂(u, v)

∂(s, t)

∣∣∣∣ dsdt.
Since

∂(xi, xj)

∂(s, t)
=
∂(xi, xj)

∂(u, v)

∂(u, v)

∂(s, t)
, the right side fits into the definition (13.2.6) in

terms of the new variable (s, t) if and only if det
∂(u, v)

∂(s, t)
> 0. This is the condition

for (13.2.6) to be well defined.

In case n = 3, by (13.2.1), the condition det
∂(u, v)

∂(s, t)
> 0 means exactly that

both parameterizations give the same normal vector. Although we no longer have
the normal vector for general n, we may still talk about compatible parameteriza-

tions in the sense that det
∂(u, v)

∂(s, t)
> 0. Therefore we say a surface S ⊂ Rn is oriented

if it is covered by finitely many parameterized pieces σi : Ui ⊂ R2 → Si ⊂ Rn, where
Si are open subsets of S and S = ∪Si, such that the transition maps (see Figure
14.1.1)

ϕji = σ−1
j σi : Uij = σ−1

i (Si ∩ Sj)→ Uji = σ−1
j (Si ∩ Sj)

on the overlapping of pieces satisfy

detϕ′ji > 0 for any i, j.

Such a collection {σi} gives an orientation of the surface. Any other parameteriza-
tion σ∗ : U ⊂ R2 → S∗ ⊂ S is compatible with the orientation if det(σ−1

i ◦ σ∗)′ > 0
on σ−1(S∗ ∩ Si).
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S

Uij ϕji

Uji

σi

Si

σj

Sj

Figure 13.2.3. Transition map between overlapping parameterizations.

We would like to define the integral of a 2-form ω on an oriented surface as

∫
S

ω =
∑
k

∫
Sk

ω =
∑
k

∑
1≤i<j≤n

∫
Uk

fij(σk(u, v)) det
∂(xi, xj)

∂(u, v)
dudv.

However, we need to take into account of the overlapping between pieces, where the
integral is computed more than once. A practical way to get around this is to find
subsets Bk ⊂ Uk, such that S = ∪kσk(Bk) and σk(Bk) ∩ σl(Bl) has zero area for
any k 6= l. Then define

∫
S

ω =
∑
k

∑
1≤i<j≤n

∫
Bk

fij(σk(u, v)) det
∂(xi, xj)

∂(u, v)
dudv. (13.2.6)

A more theoretical way is to use the partition of unity. See the theory of calculus
on manifolds.

Example 13.2.9. We compute the outgoing flux of F = (x2, y2, z2) in Example 13.2.8

through the ellipse S given by
(x− x0)2

a2
+

(y − y0)2

b2
+

(z − z0)2

c2
= 1. By the shifting

~x→ ~x0 + ~x, the flux is the integral

∫
S+~x0

(x+ x0)2dy ∧ dz + (y + y0)2dz ∧ dx+ (z + z0)2dx ∧ dy.

The integral of (z + z0)2dx ∧ dy may be computed by using parameterizations similar to
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σ1 and σ2 in Example 13.2.7

∫
S−~x0

(z + z0)2dx ∧ dy =

∫
x2

a2
+ y2

b2
≤1

(
c

√
1− x2

a2
− y2

b2
+ z0

)2

det
∂(x, y)

∂(x, y)
dxdy

+

∫
x2

a2
+ y2

b2
≤1

(
−c
√

1− x2

a2
− y2

b2
+ z0

)2

det
∂(x, y)

∂(y, x)
dxdy

= 4z0c

∫
x2

a2
+ y2

b2
≤1

√
1− x2

a2
− y2

b2
dxdy

= 4abcz0

∫
u2+v2≤1

√
1− u2 − v2dudv =

8

3
πabcz0.

The total flux is
8

3
πabc(x0 + y0 + z0).

Example 13.2.10. Let S be the surface parameterised by σ(u, v) = (u+v, u2 +v2, . . . , un+
vn) for 0 ≤ u ≤ a, 0 ≤ v ≤ b. The parameterization gives an orientation of the surface.
With respect to this orientation, the integral∫

S

dx1 ∧ dx2 + dx2 ∧ dx3 + · · ·+ dxn−1 ∧ dxn

=

∫
S

(
det

∂(x1, x2)

∂(u, v)
+ det

∂(x2, x3)

∂(u, v)
+ · · ·+ det

∂(xn−1, xn)

∂(u, v)

)
dudv

=

∫ a

0

∫ b

0

[
det

(
1 1

2u 2v

)
+ det

(
2u 2v
3u2 3v2

)
+ · · ·+ det

(
(n− 1)un−2 (n− 1)vn−2

nun−1 nvn−1

)]
dudv

=

∫ a

0

∫ b

0

[1 · 2(v − u) + 2 · 3(uv2 − u2v) + · · ·+ (n− 1)n(un−2vn−1 − un−1vn−2)]dudv

= (ab2 − a2b) + (a2b3 − a3b2) + · · ·+ (an−1bn − anbn−1)

= (b− a)(ab+ a2b2 + · · ·+ an−1bn−1) =
(b− a)(1− anbn)

1− ab .

Exercise 13.45. Compute the integral of 2-form.

1.

∫
S

xy2dy ∧ dz + yz2dz ∧ dx + zx2dx ∧ dy, S is the ellipse
(x− x0)2

a2
+

(y − y0)2

b2
+

(z − z0)2

c2
= 1 with orientation given by the inward normal vector.

2.

∫
S

xyzdx ∧ dy, S is the part of the ellipse
x2

a2
+
y2

b2
+
z2

c2
= 1, x ≥ 0, y ≥ 0, with

orientation given by outward normal vector.

3.

∫
S

xydy∧dz and

∫
S

x2ydy∧dz, S is the boundary of the solid enclosed by z = x2+y2

and z = 1, with orientation given by outward normal vector.
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Exercise 13.46. Prove that the area of a surface S ⊂ R3 given by an equation g(x, y, z) = c

is

∫
S

gxdy ∧ dz + gydz ∧ dx+ gzdx ∧ dy√
g2
x + g2

y + g2
z

.

13.3 Submanifold
The integration along curves and surfaces can be extended to higher dimensional
submanifolds.

Volume and Integration of Function

Suppose M is a k-dimensional submanifold of Rn. If M is regularly parameterized
by continuously differentiable σ(~u) : U ⊂ Rk → Rn, then the volume of M is

µ(M) =

∫
U

‖σu1
∧ · · · ∧ σuk‖2du1 · · · duk.

The definition is independent of the choice of parameterization. We also denote the
volume unit

dV = ‖σu1 ∧ · · · ∧ σuk‖2du1 · · · duk

=
√

det(σui · σuj )1≤i,j≤kdu1 · · · duk

=

√√√√ ∑
1≤i1<···<in≤N

(
det

∂(xi1 , . . . , xin)

∂(u1, . . . , un)

)2

du1 · · · dun. (13.3.1)

The integral of a function along the submanifold is∫
M

fdV =

∫
U

f(σ(u1, . . . , uk))‖σu1 ∧ · · · ∧ σuk‖2du1 · · · duk

The integral is also independent of the choice of parameterization.

Example 13.3.1. Let F (~θ) : U ⊂ Rn−1 → Rn be a parameterization of the unit sphere
Sn−1. Since F ·F = ‖F‖22 = 1, by taking partial derivatives, we get Fθi ·F = 0. Therefore
F is a unit length vector orthogonal to Fθi . This implies that

‖Fθ1 ∧ Fθ2 ∧ · · · ∧ Fθn−1‖2 = ‖F ∧ Fθ1 ∧ Fθ2 ∧ · · · ∧ Fθn−1‖2 = | det(F F ′)|,

so that the volume of the sphere Sn−1 is

βn−1 =

∫
U

‖Fθ1 ∧ Fθ2 ∧ · · · ∧ Fθn−1‖2dµ~θ =

∫
U

| det(F F ′)|dµ~θ.

The parameterization F (~θ) induces a parameterization of Sn

G(~θ, φ) = (F (~θ) cosφ, sinφ) : U ×
[
−π

2
,
π

2

]
→ Rn+1.
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We have

‖Gθ1 ∧Gθ2 ∧ · · · ∧Gθn−1 ∧Gφ‖2
= ‖(Fθ1 cosφ, 0) ∧ (Fθ2 cosφ, 0) ∧ · · · ∧ (Fθn−1 cosφ, 0) ∧ (−F sinφ, cosφ)‖2
= ‖(Fθ1 cosφ, 0) ∧ (Fθ2 cosφ, 0) ∧ · · · ∧ (Fθn−1 cosφ, 0)‖2‖(−F sinφ, cosφ)‖2
= ‖Fθ1 ∧ Fθ2 ∧ · · · ∧ Fθn−1‖2 cosn−1 φ,

where the second equality is due to (−F sinφ, cosφ) ⊥ (Fθi cosφ, 0), and the last equality
is due to

‖(−F sinφ, cosφ)‖2 =
√
‖F‖22 sin2 φ+ cos2 φ =

√
sin2 φ+ cos2 φ = 1.

Therefore

βn =

∫
~θ∈A

−π
2
≤φ≤π

2

‖Fθ1 ∧ Fθ2 ∧ · · · ∧ Fθn−1‖2 cosn−1 φdµ~θdφ = βn−1

∫ π
2

−π
2

cosn−1 φdφ.

Using integration by parts, we get

∫ π
2

−π
2

cosn φdφ =
n− 1

n

∫ π
2

−π
2

cosn−2 φdφ = · · · =


(n− 1)(n− 3) · · · 1
n(n− 2) · · · 2 π, if n is even,

(n− 1)(n− 3) · · · 2
n(n− 2) · · · 3 2, if n is odd.

Therefore βn =
2π

n− 1
βn−2. Combined with β1 = 2π, β2 = 4π, we get

βn−1 =


2πk

(k − 1)!
, if n = 2k,

2k+1πk

(2k − 1)(2k − 3) · · · 1 , if n = 2k + 1.

We also note that

H(r, ~θ) = rF (~θ) : (0,∞)×A→ Rn

is a spherical change of variable. We have H ′ = (F rF ′), detH ′ = rn−1 det(F F ′), so that∫
a≤‖~x‖2≤b

f(‖~x‖2)dµ =

∫
~θ∈A
a≤r≤b

f(r)rn−1|det(F F ′)|drdµ~θ = βn−1

∫ b

a

f(r)rn−1dr.

In particular, by taking f = 1, a = 0, b = 1, we get the volume of the unit ball Bn

αn = βn−1

∫ 1

0

rn−1dr =
βn−1

n
=


πk

k!
, if n = 2k,

2k+1πk

(2k + 1)(2k − 1)(2k − 3) · · · 1 , if n = 2k + 1.

Example 13.3.2. Consider a k-dimensional submanifold M parameterized by

σ(~u) = (ξ(~u), r(~u)) : U ⊂ Rk → Rn × R.
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Assume r(~u) ≥ 0, so that the submanifold is inside the upper half Euclidean space. The
l-dimensional rotation of M around the axis Rn × 0 is a (k + l)-dimensional submanifold

ρl(M) = {(~x, ~y) ∈ Rn × Rl+1 : (~x, ‖~y‖2) ∈ S}.

Let F (~θ) : V ⊂ Rl → Rl+1 be a parameterization of the unit sphere Sl. Then the rotation
submanifold ρl(M) is parameterized by

ρ(~u, ~θ) = (ξ(~u), r(~u)F (~θ)) : U × V → Rn × Rl+1.

By ρui = (ξui , ruiF ), ρθj = (~0, rFθj ), and ρui · ρθj = ruiF · rFθj = 0, we get

‖ρu1 ∧ρu2 ∧· · ·∧ρuk ∧ρθ1 ∧ρθ2 ∧· · ·∧ρθl‖2 = ‖ρu1 ∧ρu2 ∧· · ·∧ρuk‖2‖ρθ1 ∧ρθ2 ∧· · ·∧ρθl‖2,

and

‖ρθ1 ∧ ρθ2 ∧ · · · ∧ ρθl‖2 = rl‖Fθ1 ∧ Fθ2 ∧ · · · ∧ Fθl‖2.
Moreover, there is an orthogonal transform UF on Rl+1 such that UF (F ) = (1, 0, . . . , 0).
Then (id, UF ) is an orthogonal transform on Rn × Rl+1 such that

(id, UF )ρui = (ξui , ruiUF (F )) = (ξui , rui , 0, . . . , 0) = (σui , 0, . . . , 0).

Applying the orthogonal transform to ‖ρu1 ∧ ρu2 ∧ · · · ∧ ρuk‖2, we get

‖ρu1 ∧ ρu2 ∧ · · · ∧ ρuk‖2 = ‖σu1 ∧ σu2 ∧ · · · ∧ σuk‖2

Thus the volume of the rotation hypersurface is

µ(ρl(S)) =

∫
U×V

‖σu1 ∧ σu2 ∧ · · · ∧ σuk‖2r
l‖Fθ1 ∧ Fθ2 ∧ · · · ∧ Fθl‖2dµ~udµ~θ

= βl

∫
U

‖σu1 ∧ σu2 ∧ · · · ∧ σuk‖2r
ldµ~u = βl

∫
S

rldV.

Exercise 13.47. Use the rotation in Example 13.3.2 to prove that

βk+l+1 = βkβl

∫ π
2

0

cosk θ sinl θdθ.

Exercise 13.48. Extend the result of Example 13.3.2 to the rotation around a hyperplane
~a · ~x = b (the surface is on the positive side of the hyperplane).

Integration of Differential Form

A differential k-form on Rn is

ω =
∑

i1<···<ik

fi1···ik(~x)dxi1 ∧ · · · ∧ dxik . (13.3.2)

Its integral on a regularly parameterized k-dimensional submanifold M is∫
M

ω =

∫
U

fi1···ik(σ(u1, . . . , uk)) det
∂(xi1 , . . . , xik)

∂(u1, . . . , uk)
du1 · · · duk.
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Similar to the integral of differential 2-forms on surfaces, the integral is independent
of the parameterizations as long as they are compatibly oriented. The compatibility
means that the determinant of the Jacobian for the change of variables (so called
transition map) is positive. In general, the submanifold may be divided into several
compatibly oriented pieces, and the integral of the differential form is the sum
of the integrals on the pieces (strictly speaking, on smaller pieces such that the
overlappings have zero volume).

Now we consider the special case of the integral of an (n − 1)-form on an
oriented (n − 1)-dimensional submanifold M ⊂ Rn. What is special here is the
existence of the normal vector. Similar to parameterized surfaces in R3, the normal
vector is determined by the following properties:

• Direction: ~n · σui = 0 for i = 1, . . . , n− 1.

• Length: ‖~n‖2 = 1.

• Orientation: det(~n σu1
· · · σun−1

) > 0.

By the first property and (7.4.2), we have

(σu1
∧ · · · ∧ σun−1

)? = c~n,

where
c = det(σu1 · · · σun−1 ~n) = (−1)n−1 det(~n σu1 · · · σun−1).

Then by the second and third properties, we get

~n = (−1)n−1 (σu1
∧ · · · ∧ σun−1

)?

‖σu1
∧ · · · ∧ σun−1

‖2
.

Let (x̂i means the term xi is missing from the list)

~a = (σu1 ∧ · · · ∧ σun−1)? =
∑

det
∂(x1, . . . , x̂i, . . . , xn)

∂(u1, . . . , un−1)
~e ?∧([n]−i)

=
∑

(−1)n−i det
∂(x1, . . . , x̂i, . . . , xn)

∂(u1, . . . , un−1)
~ei.

Then the flux of a vector field F = (f1, . . . , fn) along the oriented M is∫
M

F · ~ndV = (−1)n−1

∫
A

F · ~adu1 · · · duk

=

∫
U

∑
(−1)i−1fi det

∂(x1, . . . , x̂i, . . . , xn)

∂(u1, . . . , un−1)
du1 · · · duk

=

∫
M

∑
(−1)i−1fidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn. (13.3.3)

If n = 3, then M is a surface in R3, and (−1)3−1(σu1
∧σu2

)∗ is the usual cross
product σu1

× σu2
. Therefore (13.3.3) is the usual flux along an oriented surface in

R3.
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If n = 2, then M is a curve φ(t) in R2. The property det(~n φ′(t)) > 0 implies
that the normal vector ~n is the clockwise rotation of the unit length tangent vector

~t =
φ′(t)

‖φ′(t)‖
by 90 degrees. The rotation is R(x, y) = (y,−x), so that

∫
C

(f, g) · ~nds =

∫
C

(f, g) ·R(~t)ds =

∫
C

R−1(f, g) · ~tds

=

∫
C

(−g, f) · d~x =

∫
C

fdy − gdx.

~t

~n

Figure 13.3.1. Normal vector of oriented curve

Example 13.3.3. Consider the graph σ(~u) = (~u, f(~u)), ~u = (x1, . . . , xn−1), of a continu-
ously differentiable function f on Rn−1. By

(σx1 ∧ · · · ∧ σxn−1)?

= ((~e1 + fx1~en) ∧ · · · ∧ (~en−1 + fxn−1~en))?

= (~e1 ∧ · · · ∧ ~en−1)? +
∑

(−1)n−1−ifxi(~e1 ∧ · · · ∧ ~̂ei ∧ · · · ∧ ~en)?

= ~en −
∑

fxi~ei = (−fx1 , . . . ,−fxn−1 , 1),

the normal vector

~n = (−1)n−1 (−fx1 , . . . ,−fxn−1 , 1)√
f2
x1 + · · ·+ f2

xn−1
+ 1

points in the direction of xn for odd n and opposite to the direction of xn for even n.
Another way of finding ~n is by using the three characteristic properties, similar to

Example 13.2.6. First, for ~v = (a1, . . . , an), we solve

~v · σxi = (v1, . . . , vn) · (0, . . . , 1(i), . . . , 0, fxi) = vi + vnfxi = 0.

By taking vn = 1, we get one solution ~v = (−fx1 , . . . ,−fxn−1 , 1). Moreover,

det(~v σx1 · · · σxn−1) = det


−fx1 1 0 · · · 0
−fx2 0 1 · · · 0

...
...

...
...

−fxn−1 0 0 · · · 1
1 fx1 fx2 · · · fxn−1


= (−1)n−1(f2

x1 + · · ·+ f2
xn−1

+ 1).



13.3. Submanifold 529

Therefore we get

~n = (−1)n−1 ~v

‖~v‖ = (−1)n−1 (−fx1 , . . . ,−fxn−1 , 1)√
f2
x1 + · · ·+ f2

xn−1
+ 1

.

Exercise 13.49. Suppose U is an orthogonal transform of Rn. Prove that if ~n is the normal
vector of a regular parameterzation σ(~u), then (detU)U(~n) is the normal vector of the
regular parameterzation U(σ(~u)). Moreover, use this to show that the normal vector of
the graph

σi(~u) = (x1, . . . , xi−1, f(~u), xi+1, . . . , xn), ~u = (x1, . . . , x̂i, . . . , xn),

of a continuously differentiable function f is

(−1)i−1 (−fx1 , . . . ,−fxi−1 , 1,−fxi+1 , . . . ,−fxn)√
f2
x1 + · · ·+ f̂2

xi + · · ·+ f2
xn + 1

.

Exercise 13.50. Justify the normal vector in Exercise 13.49 by verifying the geometrical
characterization.

Exercise 13.51. The unit sphere Sn in Rn+1 has the normal vector ~n = ~x at ~x ∈ Sn. For
each 0 ≤ i ≤ n, find suitable rearrangements (xk0 , . . . , x̂ki , . . . , xkn) and (xl0 , . . . , x̂li , . . . , xln)
of (x0, . . . , x̂i, . . . , xn), such that the parameterizations

σ+
i (x0, . . . , x̂i, . . . , xn) = (xk0 , . . . , xki−1 ,

√
1− x2

0 − · · · − x̂2
i − · · · − x2

n, xki+1 , . . . , xkn),

σ−i (x0, . . . , x̂i, . . . , xn) = (xl0 , . . . , xli−1 ,−
√

1− x2
0 − · · · − x̂2

i − · · · − x2
n, xli+1 , . . . , xln).

cover Sn and induce the given normal vector. In particular, the parameterizations are
compatibly oriented.

Exercise 13.52. Use (13.3.3) to show that the length of a curve C in R2 given by an

equation g(x, y) = c is

∫
C

−gydx+ gxdy√
g2
x + g2

y

, similar to the formula in Exercise 13.46. Ex-

tend the formula to the volume of an (n − 1)-dimensional hypersurface in Rn given by
g(x1, x2, . . . , xn) = c.

Exercise 13.53. Compute the integral.

1.

∫
Sn−1
R

(~x− ~a) · ~ndV , the normal vector ~n points outward of the sphere.

2.

∫
Sn−1
R

(a1x1 + a2x2 + · · ·+ anxn)dx2 ∧ dx3 ∧ · · · ∧ dxn, the orientation of the sphere

is given by the outward normal vector.

3.

∫
S

dx1 ∧ dx2 ∧ dx3 + dx2 ∧ dx3 ∧ dx4 + · · ·+ dxn−2 ∧ dxn−1 ∧ dxn, S is the surface

σ(u, v, w) = ρ(u) + ρ(v) + ρ(w), ρ(u) = (u, u2, . . . , un), 0 ≤ u, v, w ≤ a.
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13.4 Green’s Theorem
The Fundamental Theorem of Calculus relates the integration of a function on an
interval to the values of the antiderivative at the end points of the integral. The
Green’s Theorem extends the fundamental theorem to the plane.

2-Dimensional Fundamental Theorem of Calculus in R2

A curve φ : [a, b] → Rn is simple if it has no self intersection. It is closed if
φ(a) = φ(b). The concept of simple closed curve is independent of the choice of
parameterization.

A simple closed curve in R2 divides the plane into two connected pieces, one
bounded and the other unbounded. Therefore we have two sides of a simple closed
curve in R2. Suppose U ⊂ R2 is a bounded subset with finitely many rectifiable
simple closed curves C1, C2, . . . , Ck as the boundary. Then Ci has a compatible
orientation such that U is “on the left” of Ci. This means that Ci has counterclock-
wise orientation if U is in the bounded side of Ci, and has clockwise orientation if
U is in the unbounded side. Moreover, in case Ci is regular and differentiable, we
have the outward normal vector ~n along Ci pointing away from U . By rotating the
outward normal vector by 90 degrees in the counterclockwise direction, we get the
compatible direction ~t of Ci.

C3

~n

~t

C1

~n

~t

C2

U

Figure 13.4.1. Compatible orientation of boundary.

Theorem 13.4.1 (Green’s Theorem). Suppose U ⊂ R2 is a region with compati-
bly oriented rectifiable boundary curve C. Then for any continuously differentiable
functions f and g, we have∫

C

fdx+ gdy =

∫
U

(−fy + gx)dxdy.
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The curve C in the theorem is understood to be the union of simple closed
curves C1, C2, . . . , Ck, each oriented in the compatible way. The integral along C
is ∫

C

=

∫
C1

+

∫
C2

+ · · ·+
∫
Ck

.

Proof. We only prove

∫
C

fdx = −
∫
U

fydxdy. By exchanging x and y (which re-

verses the orientation), this also gives

∫
C

gdy =

∫
U

gxdxdy. Adding the two equal-

ities gives the whole formula.

a b

Cb

y = k(x)

Ct
y = h(x)

Cl

CrU

Figure 13.4.2. Green’s Theorem for a special case.

We first consider the special case that

U = {(x, y) : x ∈ [a, b], h(x) ≥ y ≥ k(x)}

is a region between the graphs of functions h(x) and k(x) with bounded variations.
We have∫

U

fydxdy =

∫ b

a

(∫ h(x)

k(x)

fy(x, y)dy

)
dx (Fubini Theorem)

=

∫ b

a

(f(x, h(x))− f(x, k(x)))dx. (Fundamental Theorem)

On the other hand, the boundary C consists of four segments with the following
orientation compatible parameterizations.

Cb : φ(t) = (t, k(t)), t ∈ [a, b]

Cr : φ(t) = (b, t), t ∈ [k(b), h(b)]

Ct : φ(t) = (−t, h(−t)), t ∈ [−b,−a]

Cl : φ(t) = (a,−t), t ∈ [−h(a),−k(a)]
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Then ∫
C

fdx =

(∫
Cb

+

∫
Cr

+

∫
Ct

+

∫
Cl

)
fdx

=

∫ b

a

f(t, k(t))dt+

∫ h(b)

k(b)

f(b, t)db

+

∫ −a
−b

f(−t, h(−t))d(−t) +

∫ −k(a)

−h(a)

f(a,−t)da

=

∫ b

a

f(x, k(x))dx+ 0 +

∫ a

b

f(x, h(x))dx+ 0.

Therefore we have

∫
U

fydxdy = −
∫
C

fdx.

In general, the region U can often be divided by vertical lines into several
special regions Uj studied above. Let Cj be the compatibly oriented boundary of

Uj . Then the sum of

∫
Cj

fdx is

∫
C

fdx, because the integrations along the vertical

lines are all zero. Moreover, the sum of

∫
Uj

fydxdy is

∫
U

fydxdy. This proves the

equality

∫
C

fdx = −
∫
U

fydxdy for the more general regions.

U1

U2

U3

U4

U5

U6

U8

U9

U7

Figure 13.4.3. Divide into special cases: Orientations for U1, U6 given.

Now consider the most general case that the boundary curves are assumed to
be only rectifiable. To simplify the presentation, we will assume that U has only
one boundary curve C. Let P be a partition of C. Let L be the union of straight
line segements Li connecting the partition points ~xi−1 and ~xi. Let U ′ be the region
enclosed by the curve L. Then U ′ can be divided by vertical lines into special
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regions. As explained above, we have∫
L

fdx = −
∫
U ′
fydxdy.

We will show that, as ‖P‖ = maxµ(Ci)→ 0, the left side converges to

∫
C

fdx, and

the right side converges to −
∫
U

fydxdy. Then the general case is proved.

For any ε > 0, by the uniform continuity of f on compact C ∪ L, there is
δ > 0, such that ~x, ~y ∈ C ∪ L and ‖~x− ~y‖ < δ imply |f(~x)− f(~y)| < ε. If ‖P‖ < δ,
then for ~x ∈ Ci ∪ Li, we have |f(~x)− f(~xi)| < ε. This implies∣∣∣∣(∫

Ci

−
∫
Li

)
f(~x)dx

∣∣∣∣ =

∣∣∣∣(∫
Ci

−
∫
Li

)
(f(~x)− f(~xi))dx

∣∣∣∣ ≤ εµ(Ci).

Therefore∣∣∣∣∫
C

fdx−
∫
L

fdx

∣∣∣∣ ≤∑∣∣∣∣(∫
Ci

−
∫
Li

)
fdx

∣∣∣∣ ≤∑ εµ(Ci) = εµ(C).

This proves lim‖P‖→0

∫
L

fdx =

∫
C

fdx.

On the other hand, let M be the upper bound of the continuous function

‖∇f‖2 =
√
f2
x + f2

y on the compact region enclosed by C and L. Let Bj be the

region bounded by Cj and Lj . Then Bj is contained in the ball of center ~xi and
radius µ(Ci). Therefore the area µ(Bj) ≤ πµ(Ci)

2 ≤ πδµ(Ci), and we have∣∣∣∣∫
U

fdxdy −
∫
U ′
fdxdy

∣∣∣∣ ≤∑∫
Bj

|f |dxdy

≤
∑

Mµ(Bj) ≤ 2πδM
∑

µ(Ci) = 2πδMµ(C).

This proves lim‖P‖→0

∫
U ′
fdxdy =

∫
U

fdxdy.

A closed but not necessarily simple curve may enclose some parts of the region
more than once, and the orientation of the curve may be the opposite of what is
supposed to be. For example, in Figure 13.4.4, the left curve intersects itself once,
which divides the curve into the outside part C1 and the inside part C2. Then∫

C

fdx+ gdy =

(∫
C1

+

∫
C2

)
fdx+ gdy =

(∫
U1∪U2

+

∫
U1

)
(−fy + gx)dxdy

=

(
2

∫
U1

+

∫
U2

)
(−fy + gx)dxdy.

For the curve on the right, we have∫
C

fdx+ gdy =

(∫
U1

−
∫
U2

)
(−fy + gx)dxdy
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In general, Green’s Theorem still holds, as long as the regions are counted in the
corresponding way. In fact, this remark is already used in the proof of Green’s
Theorem above, since the curve L in the proof may not be simple.

C2C1 U1

U2

C1

C2

U1

U2

Figure 13.4.4. Closed but not simple curves.

Example 13.4.1. The area of the region U enclosed by a simple closed curve C is∫
U

dxdy =

∫
C

xdy = −
∫
C

ydx.

For example, suppose C is the counterclockwise unit circle arc from (1, 0) to (0, 1). To

compute

∫
C

xdy, we add C1 = [0, 1] × 0 in the rightward direction and C2 = 0 × [0, 1]

in the downward direction. Then the integral

(∫
C

+

∫
C1

+

∫
C2

)
xdy is the area

π

4
of the

quarter unit disk. Since

∫
C1

xdy =

∫ 1

0

xd0 = 0 and

∫
C2

xdy =

∫ 0

1

0dy = 0, we conclude

that

∫
C

xdy =
π

4
.

Exercise 13.54. Compute the area.

1. Region enclosed by the astroid x
3
2 + y

3
2 = 1.

2. Region enclosed by the cardioid r = 2a(1 + cos θ).

3. Region enclosed by the parabola (x+ y)2 = x and the x-axis.

Exercise 13.55. Suppose φ(t) = (x(t), y(t)) : [a, b] → R2 is a curve, such that the rotation
from φ to φ′ is counterclockwise. Prove that the area swept by the line connecting the

origin and φ(t) as t moves from a to b is
1

2

∫ b

a

(xy′ − yx′)dt.

Exercise 13.56. Kepler’s Law of planet motion says that the line from the sun to the planet
sweeps out equal areas in equal intervals of time. Derive Kepler’s law from Exercise 13.55

and Newton’s second law of motion: φ′′ = c
φ

‖φ‖32
, where c is a constant determined by the

mass of the sun.



13.4. Green’s Theorem 535

Exercise 13.57. Extend integration by parts by finding a relation between

∫
U

(ufx+vgy)dxdy

and

∫
U

(uxf + vyg)dxdy.

Exercise 13.58. The divergence of a vector field F = (f, g) on R2 is

divF = fx + gy.

Prove that ∫
C

F · ~nds =

∫
U

divFdA,

where ~n is the outward normal vector pointing away from U .

Exercise 13.59. The Laplacian of a two variable function f is ∆f = fxx + fyy = div∇f .
Prove Green’s identities∫

U

f∆gdA =

∫
C

f∇g · ~nds−
∫
U

∇f · ∇gdA,

and ∫
U

(f∆g − g∆f)dA =

∫
C

(f∇g − g∇f) · ~nds.

Potential: Antiderivative on R2

If fy = gx on a region U ⊂ R2 and C is the boundary curve, then Green’s Theorem

tells us

∫
C

fdx+gdy = 0. The conclusion can be interpreted and utilized in different

ways.

Theorem 13.4.2. Suppose f and g are continuous functions on an open subset
U ⊂ R2. Then the following are equivalent.

1. The integral

∫
C

fdx+ gdy along an oriented rectifiable curve C in U depends

only on the beginning and end points of C.

2. There is a differentiable function ϕ on U , such that ϕx = f and ϕy = g.

Moreover, if U is simply connected and f and g are continuously differentiable, then
the above is also equivalent to

3. fy = gx on U .

The reason for the second statement to imply the first already appeared in
Examples 13.1.6. Suppose f = ϕx and g = ϕy for differentiable ϕ, and C is
parameterized by differentiable φ(t) = (x(t), y(t)), t ∈ [a, b]. Then∫

C

fdx+ gdy =

∫ b

a

(ϕxx
′ + ϕyy

′)dt =

∫ b

a

dϕ(φ(t))

dt
dt = ϕ(φ(b))− ϕ(φ(a)).
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The right side depends only on the beginning point φ(a) and the end point φ(b) of
the curve. For the proof in case C is only rectifiable, see Exercise 13.65.

To prove the converse that the first statement implies the second, we note
that f = ϕx and g = ϕy means that the vector field (f, g) is the gradient ∇ϕ.
It also means that the 1-form fdx + gdy is the differential dϕ. The function ϕ,
called a potential of the vector field (f, g) or the 1-form fdx + gdy, is actually the
two-variable antiderivative of the vector field or the 1-form.

On R1, any continuous single variable function f(x) has antiderivative

ϕ(x) =

∫ x

a

f(t)dt.

On R2, we may imitate the single variable case and define

ϕ(x, y) =

∫ (x,y)

(a,b)

fdx+ gdy. (13.4.1)

The problem is that the integral should be along a path connecting (a, b) to (x, y),
but there are many choices of such paths. In contrast, the integral for the single
variable case is simply over the interval [a, x], the “unique path” connecting the two
points.

Now we understand that the first statement of Theorem 13.4.2 means exactly
that the function (13.4.1) is well defined. It remains to show that the function
satisfies ϕx = f and ϕy = g. Specifically, we will prove that

L(x, y) = ϕ(x0, y0) + f(x0, y0)(x− x0) + g(x0, y0)(y − y0)

is the linear approximation of ϕ near (x0, y0) ∈ U . By the continuity of f and g and
the openness of U , for any ε > 0, we can find δ > 0, such that ‖(x, y)−(x0, y0)‖2 < δ
implies (x, y) ∈ U and ‖(f(x, y), g(x, y)) − (f(x0, y0), g(x0, y0))‖2 < ε. For such
(x, y), let C be a path in U connecting (a, b) to (x0, y0) and let I be the straight
line I connecting (x0, y0) to (x, y). Then

ϕ(x, y)− ϕ(x0, y0) =

(∫
C∪I
−
∫
C

)
fdx+ gdy =

∫
I

(fdx+ gdy).

Then we have

|ϕ(x, y)− L(x, y)| =
∣∣∣∣∫
I

(f(x, y)− f(x0, y0))dx+ (g(x, y)− g(x0, y0))dy

∣∣∣∣
≤ sup

(x,y)∈I
‖(f(x, y)− f(x0, y0), g(x, y)− g(x0, y0))‖2µ(I)

≤ ε‖(x, y)− (x0, y0)‖2.

Here the first inequality follows from Exercise 13.32. This proves the linear approx-
imation.

Now we come to the third statement of Theorem 13.4.2. The third statement
is a local property of f and g, because the partial derivatives depend only on the
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values of the functions near individual points. In contrast, the first two statements
are global properties of f and g. We also note that the equivalence of the first two
statements do not rely on Green’s Theorem.

The global property often implies the local property, without any extra con-
dition. In our case, given the first statement, for the boundary C of any small disk
B ⊂ U , by Green’s Theorem, we have∫

B

(−fy + gx)dxdy =

∫
C

fdx+ gdy = 0.

Here the first statement implies that the integral along a curve C with the same
beginning and end points must be 0. Since the integral on the left is always 0 for
all B, we conclude that the integrand −fy + gx = 0 everywhere. This is the third
statement.

Now we prove the converse that the third statement implies the first. Suppose
C1 and C2 are two curves connecting (x0, y0) to (x1, y1) in R2. Then C1 ∪ (−C2)
is an oriented closed curve. If the region B enclosed by C1 ∪ (−C2) is contained in
U , then we have fy = gx on B, so that(∫

C1

−
∫
C2

)
fdx+ gdy =

∫
C1∪(−C2)

fdx+ gdy =

∫
B

(−fy + gx)dxdy = 0.

Here the second equality is Green’s Theorem.

(x0, y0)

(x1, y1)
C1

C2

fy = gx

fy = gx

Figure 13.4.5. Integrals along C1 and C2 are the same.

For the argument to always work, however, we need the region B enclosed by
any closed curve C1 ∪ (−C2) ⊂ U to be contained in U . This means that U has no
holes and is the simply connected condition on U in Theorem 13.4.2. The rigorous
definition for a subset U ⊂ Rn to be simply connected is that any continuous map
S1 → U from the unit circle extends to a continuous map B2 → U from the unit
disk.

Example 13.4.2. The integral of ydx+xdy in Example 13.1.6 is independent of the choice

of the paths because the equality
∂y

∂y
=

∂x

∂x
holds on the whole plane, which is simply

connected. The potential of the 1-form is xy, up to adding constants.
In Example 13.1.7, the integrals of xydx + (x + y)dy along the three curves are

different. Indeed, we have (xy)y = x 6= (x+ y)x = 1, and the 1-form has no potential.
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Example 13.4.3. The vector field
1

y2
(xy2 + y, 2y − x) is defined on y > 0 and y < 0,

both simply connected. It satisfies
d

dy

(
xy2 + y

y2

)
= − 1

y2
=

d

dx

(
2y − x
y2

)
. Therefore

it has a potential function ϕ. By ϕx =
y(xy + 1)

y2
, we get ϕ =

∫
y(xy + 1)

y2
dx + ϑ(y) =

x2

2
+
x

y
+ ϑ(y). Then by ϕy = − x

y2
+ ϑ′(y) =

2y − x
y2

, we get ϑ′(y) =
2

y
, so that

ϑ(y) = 2 log |y|+ c. The potential function is

ϕ =
x2

2
+
x

y
+ 2 log |y|+ c.

In particular, we have∫ (2,2)

(1,1)

(xy2 + y)dx+ (2y − x)dy

y2
=

(
x2

2
+
x

y
+ 2 log |y|

)(2,2)

(1,1)

=
3

2
+ log 2.

The example shows that the formula (13.4.1) may not be the most practical way of
computing the potential.

Example 13.4.4. The 1-form
ydx− xdy
x2 + y2

satisfies

fy =

(
y

x2 + y2

)
y

=
x2 − y2

(x2 + y2)2
= gx =

(
−x

x2 + y2

)
x

on R2−(0, 0), which is unfortunately not simply connected. Let U be obtained by removing
the non-positive x-axis (−∞, 0] × 0 from R2. Then U is simply connected, and Theorem

13.4.2 can be applied. The potential for
ydx− xdy
x2 + y2

is ϕ = −θ, where −π < θ < π is the

angle in the polar coordinate. The potential can be used to compute∫ (0,1)

(1,0)

ydx− xdy
x2 + y2

= −θ(0, 1) + θ(1, 0) = −π
2

+ 0 = −π
2

for any curve connecting (1, 0) to (0, 1) that does not intersect the non-positive x-axis.

The unit circle arc C1 : φ1(t) = (cos t, sin t), 0 ≤ t ≤ π

2
, and the straight line C2 : φ2(t) =

(1− t, t), 0 ≤ t ≤ 1, are such curves.
On the other hand, consider the unit circle arc C3 : φ3(t) = (cos t,− sin t), 0 ≤ t ≤

3π

2
, connecting (1, 0) to (0, 1) in the clockwise direction. To compute the integral along

the curve, let V be obtained by removing the non-negative diagonal {(x, x) : x ≥ 0} from
R2. The 1-form still has the potential ϕ = −θ on V . The crucial difference is that the

range for θ is changed to
π

4
< θ <

9π

4
. Therefore∫ (0,1)

(1,0)

ydx− xdy
x2 + y2

= −θ(0, 1) + θ(1, 0) = −π
2

+ 2π =
3π

2

for any curve connecting (1, 0) to (0, 1) that does not intersect the non-negative diagonal.

In general, the integral

∫ (0,1)

(1,0)

ydx− xdy
x2 + y2

depends only on how the curve connecting

(1, 0) to (0, 1) goes around the origin, the only place where fy = gx fails.
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Exercise 13.60. Explain the computations in Exercise 13.25 by Green’s Theorem.

Exercise 13.61. Use potential function to compute the integral.

1.

∫
C

2xdx+ ydy, C is the straight line connecting (2, 0) to (0, 2).

2.

∫
C

xdx+ ydy

x2 + y2
, C is the circular arc connecting (2, 0) to (0, 2).

3.

∫
C

ydx− xdy
ax2 + by2

, C is the unit circle in counterclockwise direction.

4.

∫
C

(x− y)dx+ (x+ y)dy

x2 + y2
, C is the elliptic arc

x2

a2
+
y2

b2
= 1 in the upper half plane

connecting (a, 0) to (−a, 0).

5.

∫
C

(ex sin 2y − y)dx + (2ex cos 2y − 1)dy, C is the circular arc connecting (0, 1) to

(1, 0) in clockwise direction.

6.

∫
C

(2xy3− 3y2 cosx)dx+ (−6y sinx+ 3x2y2)dy, C is the curve 2x = πy2 connecting

(0, 0) to
(π

2
, 1
)

.

Exercise 13.62. Find p so that the vector fields
(x, y)

(x2 + y2)p
and

(−y, x)

(x2 + y2)p
have potentials.

Then find the potentials.

Exercise 13.63. Compute the integral

∫
C

g(xy)(ydx + xdy), where C is the straight line

connecting (2, 3) to (1, 6).

Exercise 13.64. Explain that the potential function is unique up to adding constants.

Exercise 13.65. We only proved that the second statement of Theorem 13.4.2 implies the
first for the case that the curve C has differentiable parameterization. Extend the proof to
the case C is divided into finitely many segments, such that each segment has differentiable
parameterization. Then further extend to general rectifiable C by using the idea of the
proof of Theorem 13.4.1.

Integral Along Closed Curve

If fy = gx is satisfied, then the integral along a curve is “largely” dependent only
on the end points. In fact, the value is only affected by the existence of holes, as
illustrated by Example 13.4.4.

The open subset in Figure 13.4.6 has two holes, which are enclosed by simple
closed curves C1 and C2 in U oriented in counterclockwise direction (opposite to the
direction adoptted in Green’s Theorem). The closed curve C in U may be divided
into four parts, denoted C[1], C[2], C[3], C[4]. The unions of oriented closed curves
C[1]∪C[3]∪(−C1), C[2]∪(−C1), (−C[4])∪(−C2) also enclose subsets U1, U2, U3 ⊂ U .
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If fy = gy on U , then by Green’s Theorem, we have(∫
C[1]

+

∫
C[3]

−
∫
C1

)
fdx+ gdy =

∫
C[1]∪C[3]∪(−C1)

fdx+ gdy

=

∫
U1

(−fy + gx)dxdy = 0.

Similar argument can be made for the other two unions, and we get∫
C[1]

+

∫
C[3]

=

∫
C1

,

∫
C[2]

=

∫
C1

,

∫
C[4]

= −
∫
C2

.

Adding the three equalities together, we get∫
C

fdx+ gdy =

(
2

∫
C1

−
∫
C2

)
fdx+ gdy.

We remark that the coefficient 2 for C1 means that C wraps around C1 twice in the
same direction, and the coefficient −1 for C2 means that C wraps around C2 once
in the opposite direction.

C1

C2

U

C
[1]

[2]

[3]

[4]

Figure 13.4.6. Closed curve in open subset with holes.

In general, suppose U has finitely many holes. We enclose these holes with
closed curves C1, . . . , Ck, all in counterclockwise orientation. Then any closed curve
C in U wraps around the i-th hole ni times. The sign of ni is positive when the
wrapping is counterclockwise (same as Ci) and is negative when the wrapping is
clockwise (opposite to Ci). We say C is homologous to n1C1 + · · · + nkCk, and in
case fy = gx on U , we have∫

C

fdx+ gdy =

(
n1

∫
C1

+ · · ·+ nk

∫
Ck

)
fdx+ gdy.



13.5. Stokes’ Theorem 541

Example 13.4.5. In Example 13.4.4, the 1-form
ydx− xdy
x2 + y2

satisfies fy = gx on U =

R2− (0, 0). Since the unit circle C in the counterclockwise direction encloses the only hole
of U , we have ∫

C

ydx− xdy
x2 + y2

=

∫ 2π

0

sin t(− sin t)dt− cos t cos tdt

cos2 t+ sin2 t
= −2π.

If C1 is a curve on the first quadrangle connecting (1, 0) to (0, 1) and C2 is a curve on
the second, third and fourth quadrangles connecting the two points, then C1 ∪ (−C2) is
homologous to C, and we have(∫

C1

−
∫
C2

)
ydx− xdy
x2 + y2

=

∫
C

ydx− xdy
x2 + y2

= −2π.

Therefore ∫
C1

ydx− xdy
x2 + y2

=

∫
C2

ydx− xdy
x2 + y2

− 2π.

Exercise 13.66. Study how the integral of the 1-form
ydx− xdy
x2 + xy + y2

depends on the curves.

Exercise 13.67. Study how the integral of the 1-form

ω =
(x2 − y2 − 1)dx+ 2xydy

((x− 1)2 + y2)((x+ 1)2 + y2)

depends on the curves. Note that if Cε is the counterclockwise circle of radius ε around

(1, 0), then

∫
Cε0

ω = lim
ε→0

∫
Cε

ω.

13.5 Stokes’ Theorem
Green’s Theorem is the Fundamental Theorem of Calculus for 2-dimensional body
in R2. The theorem can be extended to 2-dimensional surface in Rn.

2-Dimensional Fundamental Theorem of Calculus in R3

Let S ⊂ R3 be an oriented surface. Let

σ(u, v) = (x(u, v), y(u, v), z(u, v)) : U ⊂ R2 → S ⊂ R3

be an orientation compatible parameterization of S. Then the boundary C of S
corresponds to the boundary D of U . Recall that D should be oriented in such a
way that U is “on the left” of D. Correspondingly, C should also be oriented in
such a way that S is “on the left” of C.

The orientation of C can be characterized by the outward normal vector ~nout

along C, by requiring that the rotation from ~nout to the tangent vector ~t of C is
comparable to the rotation from σu to σv. Note that both {~nout,~t} and {σu, σv} are
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bases of the tangent space of S at boundary point. The same rotation requirement
means that the matrix between the two bases has positive determinant, or

σu × σv = λ~nout × ~t, λ > 0.

Here λ is the determinant of the matrix for expressing {σu, σv} in terms of {~nout,~t}.
This is also equivalent to ~nout × ~t being the normal vector ~n of the surface S, and
equivalent to det(~nout σu σv) > 0.

~t

~nout

U
D

R2 : (u, v)

σ

~n

~t

~nout
S

C

R3 : (x, y, z)

Figure 13.5.1. Boundary orientation compatible with the outward normal vector.

If F = (f, g, h) is a continuously differentiable vector field on R3, then∫
C

fdx+ gdy + hdz =

∫
D

(fxu + gyu + hzu)du+ (fxv + gyv + hzv)dv

=

∫
U

((fxv + gyv + hzv)u − (fxu + gyu + hzu)v)dudv

=

∫
U

(fuxv − fvxu + guyv − gvyu + huzv − hvzu)dudv.

The first equality is due to∫
C

fdx =

∫ b

a

f(x(t), y(t), z(t))x′(t)dt

=

∫ b

a

f(x, y, z)(xuu
′(t) + yuu

′(t))dt

=

∫
D

fxudu+ fxvdv,

and the similar equalities for

∫
C

gdy and

∫
C

hdz. The second equality is Green’s

Theorem.
By

fuxv − fvxu = (fxxu + fyyu + fzzu)xv − (fxxv + fyyv + fzzv)xu

= −fy det
∂(x, y)

∂(u, v)
+ fz det

∂(z, x)

∂(u, v)
,
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we have∫
U

(fuxv − fvxu)dudv =

∫
U

−fy det
∂(x, y)

∂(u, v)
dudv + fz det

∂(z, x)

∂(u, v)
dudv

=

∫
S

−fydx ∧ dy + fzdz ∧ dx.

Combined with the similar equalities for g and h, we get the following result.

Theorem 13.5.1 (Stokes’ Theorem). Suppose S ⊂ R3 is an oriented surface with
compatibly oriented boundary curve C. Then for any continuously differentiable f ,
g, h along S, we have∫
C

fdx+ gdy + hdz =

∫
S

(gx − fy)dx ∧ dy + (hy − gz)dy ∧ dz + (fz − hx)dz ∧ dx.

Using the symbol

∇ =

(
∂

∂x
,
∂

∂y
,
∂

∂z

)
,

the gradient of a function f can be formally denoted as

gradf = ∇f =

(
∂f

∂x
,
∂f

∂y
,
∂f

∂z

)
.

Define the curl of a vector field F = (f, g, h) to be

curlF = ∇× F =

(
∂h

∂y
− ∂g

∂z
,
∂f

∂z
− ∂h

∂z
,
∂g

∂x
− ∂f

∂y

)
.

Then Stokes’ Theorem can be written as∫
C

F · d~x =

∫
S

curlF · ~ndA.

Example 13.5.1. Suppose C is the circle given by x2 + y2 + z2 = 1 and x + y + z = r,
with the counterclockwise orientation when viewed from the direction of the x-axis. We

would like to compute the integral

∫
C

(ax + by + cz + d)dx. Let S be the disk given by

x2 + y2 + z2 ≤ 1 and x+ y + z = r, with the normal direction given by (1, 1, 1). Then by

Stokes’ Theorem and the fact that the radius of S is

√
1− r2

3
, we have∫

C

(ax+by+cz+d)dx =

∫
S

−bdx∧dy+cdz∧dx =

∫
S

1√
3

(−b+c)dA =
c− b√

3
π

(
1− r2

3

)
.

Example 13.5.2. Faraday observed that a changing magnetic field B induces an electric
field E. More precisely, Faraday’s induction law says that the rate of change of the flux of
the magnetic field through a surface S is the negative of the integral of the electric field
along the boundary C of the surface S. The law can be summarised as the equality

−
∫
C

E · d~x =
d

dt

∫
S

B · ~ndA.
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By Stokes’ Theorem, the left side is −
∫
S

curlE · ~ndA. Since the equality holds for any

surface S, we conclude the differential version of Faraday’s law

−curlE =
∂B

∂t
.

This is one of Maxwell’s equations for electromagnetic fields.

Exercise 13.68. Compute

∫
C

y2dx+ (x+ y)dy + yzdz, where C is the ellipse x2 + y2 = 2,

x+ y + z = 2, with clockwise orientation as viewed from the origin.

Exercise 13.69. Suppose C is any closed curve on the sphere x2 +y2 + z2 = R2. Prove that∫
C

(y2 + z2)dx+ (z2 + x2)dy + (x2 + y2)dz = 0. In general, what is the condition for f , g,

h so that

∫
C

fdx + gdy + hdz = 0 for any closed curve C on any sphere centered at the

origin?

Exercise 13.70. Find the formulae for the curls of F +G, gF .

Exercise 13.71. Prove that curl(gradf) = ~0. Moreover, compute curl(curlF ).

Exercise 13.72. The electric field E induced by a changing magnetic field is also changing
and follows Ampere’s law∫

C

B · d~x = µ0

∫
S

J · ~ndA+ ε0µ0
d

dt

∫
S

E · ~ndA,

where J is the current density, and µ0, ε0 are some physical constants. Derive the differ-
ential version of Ampere’s law, which is the other Maxwell’s equation for electromagnetic
fields.

2-Dimensional Fundamental Theorem of Calculus in Rn

The key to derive Stokes’ Theorem is to translate the integral along a surface in R3

to the integral on a 2-dimensional body in R2. The argument certainly works in
Rn.

Let S be an oriented surface given by an orientation compatible regular pa-
rameterization σ(u, v) : U ⊂ R2 → Rn. For n > 3, the surface no longer has normal
vectors that we can use to describe the orientation. Instead, the orientation is
given by the parameterization itself. If the surface is covered by several parameter-
izations, then the derivatives of the transition maps are required to have positive
determinants.

The boundary C of S corresponds to the boundary D of U . The boundary
D is oriented in such a ways that U is on the left side of D. The orientation of D
gives the orientation of C.

The compatible orientation of C can also be described by using the outward
normal vector ~nout along C. The orientation of C is represented by the tangent



13.5. Stokes’ Theorem 545

vector ~t. Both {~nout,~t} and {σu, σv} are bases of the tangent space of S at boundary
point. We require the direction of ~t to be chosen in such a way that the matrix
between the two bases has positive determinant. In terms of the exterior product,
this means

σu ∧ σv = λ~n ∧ ~t, λ > 0.

~t

~nout

σu

σv

S

C

~x

T~xS

Rn

Figure 13.5.2. Compatible orientation of the boundary curve of a surface.

For a continuously differentiable f , we have∫
C

fdxj =

∫
D

f

(
∂xj
∂u

du+
∂xj
∂v

dv

)
=

∫
U

(
∂

∂u

(
f
∂xj
∂v

)
− ∂

∂v

(
f
∂xj
∂u

))
dudv

=

∫
U

(
∂f

∂u

∂xj
∂v
− ∂f

∂v

∂xj
∂u

)
dudv

=

∫
U

((∑
i

∂f

∂xi

∂xi
∂u

)
∂xj
∂v
−

(∑
i

∂f

∂xi

∂xi
∂v

)
∂xj
∂u

)
dudv

=

∫
U

∑
i

∂f

∂xi

(
∂xi
∂u

∂xj
∂v
− ∂xi

∂v

∂xj
∂u

)
dudv

=

∫
U

∑
i6=j

∂f

∂xi
det

∂(xi, xj)

∂(u, v)
dudv

=

∫
S

∑
i 6=j

∂f

∂xi
dxi ∧ dxj .

This leads to the following formula.

Theorem 13.5.2 (Stokes’ Theorem). Suppose S is an oriented surface in Rn with
compatible oriented boundary curve C. Then for any continuously differentiable f1,
. . . , fn along the surface, we have∫

C

∑
j

fjdxj =

∫
S

∑
i<j

(
∂fj
∂xi
− ∂fi
∂xj

)
dxi ∧ dxj .
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Potential: Antiderivative on Rn

With the help of Stokes’ Theorem in Rn, Theorem 13.4.2 may be extended, with
the same proof.

Theorem 13.5.3. Suppose F = (f1, . . . , fn) is a continuous vector field on an open
subset U ⊂ Rn. Then the following are equivalent.

1. The integral

∫
C

F ·d~x along an oriented rectifiable curve C in U depends only

on the beginning and end points of C.

2. There is a differentiable function ϕ on U , such that ∇ϕ = F .

Moreover, if any closed curve in U is the boundary of an orientable surface in U ,
and F is continuously differentiable, then the above is also equivalent to

3.
∂fj
∂xi

=
∂fi
∂xj

for all i, j.

The function ϕ in the theorem is the potential (or antiderivative) of the vector
field F or the 1-form ω = f1dx1 + · · ·+ fndxn = F · d~x, and may be given by

ϕ(~x) =

∫ ~x

~x0

F · d~x.

We note that ∇ϕ = F is the same as dϕ = F · d~x.
A closed curve C is homologous to 0 in U if it is the boundary of an oriented

surface in U . Two oriented curves C1 and C2 in U with the same beginning and
end points are homologous in U if the closed curve C1 ∩ (−C2) is homologous to 0.
Stokes’ Theorem implies that, if the third statement is satisfied, then the integral
of the 1-form along homologous curves are equal. The extra condition in Theorem
13.5.3 says that any two oriented curves with the same beginning and end points
are homologous, so that the third statement implies the first.

A special case of the extra condition is that the subset U is simply connected.
This means that any continuous map S1 → U extends to a continuous map B2 → U ,
so that we can choose the surface to be the disk in the extra condition.

Example 13.5.3. The vector field (f, g, h) = (yz(2x+y+z), zx(x+2y+z), xy(x+y+2z))
satisfies

fy = gx = (2x+ 2y + z)z, hy = gz = (x+ 2y + 2z)x, fz = hx = (2x+ y + 2z)y,

on the whole R3. Therefore the vector field has a potential, which can be computed by
integrating along successive straight lines connecting (0, 0, 0), (x, 0, 0), (x, y, 0), (x, y, z).
The integral is zero on the first two segments, so that

ϕ(x, y, z) =

∫ z

0

xy(x+ y + 2z)dz = xyz(x+ y + z).
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Example 13.5.4. The 1-form x1 · · ·xn
(
dx1

x1
+ · · ·+ dxn

xn

)
satisfies

fi = x1 · · · x̂i · · ·xn,
∂fj
∂xi

= x1 · · · x̂i · · · x̂j · · ·xn

on the whole Rn. Therefore the 1-form has a potential. The potential function can be
obtained by solving the system of equations

∂ϕ

∂xi
= x1 · · · x̂i · · ·xn, i = 1, . . . , n.

The solution of the first equation is

ϕ = x1 · · ·xn + ψ(x2, . . . , xn).

Substituting into the other equations, we get

∂ϕ

∂xi
= x1 · · · x̂i · · ·xn +

∂ψ

∂xi
= x1 · · · x̂i · · ·xn, i = 2, . . . , n.

Thus we conclude that ψ is a constant, and x1 · · ·xn is a potential function of the 1-form.
Solving the system of equations is actually the same as integrating along straight

lines in coordinate directions like Example 13.5.3. Alternatively, we may also use the line
integral to compute the potential function. We have already verified that the line integral
depends only on the end points, and we may choose to integrate along the straight line
γ(t) = t~x connecting ~0 to ~x

ϕ(~x) =

∫ 1

0

n∑
i=1

(tx1) · · · (t̂xi) · · · (txn)
(txi)

dt
dt

=

∫ 1

0

n∑
i=1

tn−1x1 · · ·xndt = x1 · · ·xn
∫ 1

0

ntn−1dt = x1 · · ·xn.

Exercise 13.73. Determine whether the integral of vector field or the 1-form is independent
of the choice of the curves. In the independent case, find the potential function.

1. ex(cos yz,−z sin yz,−y sin yz).

2. y2z3dx+ 2xyz3dy + 2xyz2dz.

3. (y + z)dx+ (z + x)dy + (x+ y)dz.

4. (x2, x3, . . . , xn, x1).

5. (x2
1, . . . , x

2
n).

6. x1x2 · · ·xn(x−1
1 , . . . , x−1

n ).

Exercise 13.74. Explain that the potential function is unique up to adding constants.

Exercise 13.75. In R3, explain that Theorem 13.5.3 tells us that, if all closed curves in U
are homologous to 0, then F = gradϕ for some ϕ on U if and only if curlF = ~0 on U .

Exercise 13.76. Suppose ~a is a nonzero vector. Find condition on a function f(~x) so that
the vector field f(~x)~a has a potential function.

Exercise 13.77. Find condition on a function f(~x) so that the vector field f(~x)~x has a
potential function.



548 Chapter 13. Multivariable Integration

Exercise 13.78. Study the potential function of
(y − z)dx+ (z − x)dy + (x− y)dz

(x− y)2 + (y − z)2
.

Exercise 13.79. Suppose a continuously second order differentiable function g(~x) satisfies
∇g(~x0) 6= ~0. Suppose f(~x) is continuously differentiable near ~x0. Prove that the differential
form

fdg = fgx1dx1 + fgx2dx2 + · · ·+ fgxndxn

has a potential near ~x0 if and only if f(~x) = h(g(~x)) for a continuously differentiable h(t).

13.6 Gauss’ Theorem
Green’s Theorem is the Fundamental Theorem of Calculus for 2-dimensional body
in R2. The theorem can be extended to n-dimensional body in Rn.

3-Dimensional Fundamental Theorem of Calculus in R3

The key step in the proof of Green’s Theorem is to verify the case that U is the
region between two functions. In R3, consider the 3-dimensional region between
continuously differentiable functions h(x, y) and k(x, y) on V ⊂ R2

U = {(x, y, z) : (x, y) ∈ V, k(x, y) ≤ z ≤ h(x, y)}.

The boundary surface S of U is oriented to be compatible with the outward normal
vector ~nout.

St

Sb

~nout

~nout

~nout

z = h(x, y)

z = k(x, y) Sv

U

V

Figure 13.6.1. Gauss’ Theorem for a special case.
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We have∫
U

fzdxdydz =

∫
V

(∫ h(x,y)

k(x,y)

fz(x, y, z)dz

)
dxdy (Fubini Theorem)

=

∫
V

(f(x, y, h(x, y))− f(x, y, k(x, y)))dxdy. (Fundamental Th.)

On the other hand, the boundary surface S of U consists of three pieces. The top
piece St is usually parameterized by

σ(x, y) = (x, y, h(x, y)), (x, y) ∈ V.

By the computation in Example 13.2.6, the parameterization is compatible with the
normal vector

~n =
(−fx,−fy, 1)√
f2
x + f2

y + 1
.

Since ~n points upwards (the third coordinate is positive) and therefore outwards,
we get ~n = ~nout. Therefore the parameterization is compatible with the orientation
of the top piece, and we have∫

St

fdx ∧ dy =

∫
V

f(σ(x, y))dxdy =

∫
V

f(x, y, h(x, y))dxdy.

The bottom piece Sb is usually parameterized by

σ(x, y) = (x, y, k(x, y)), (x, y) ∈ V.

The parameterization is also compatible with the upward normal vector. Since the
outward normal vector of the bottom piece points downward (the third coordinate
is negative), we get ~n = −~nout for Sb, so that∫

Sb

fdx ∧ dy = −
∫
V

f(x, y, k(x, y))dxdy.

We also have the usual parameterization of the side piece Sv

σ(t, z) = (x(t), y(t), z), k(x, y) ≤ z ≤ h(x, y),

where (x(t), y(t)) is a parameterization of the boundary curve of V . Then∫
Sv

fdx ∧ dy = ±
∫
a≤t≤b,k(x,y)≤z≤h(x,y)

f(x(t), y(t), z) det
∂(x, y)

∂(t, z)
dtdz = 0.

We conclude that∫
S

fdx ∧ dy =

(∫
St

+

∫
Sb

+

∫
Sv

)
fdx ∧ dy

=

∫
V

f(x, y, h(x, y))dxdy −
∫
V

f(x, y, k(x, y))dxdy

=

∫
U

fzdxdydz.
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For a more general region U ⊂ R3, we may use the idea of the proof of Green’s
Theorem. In other words, we divide U into several special regions between graphs
of functions and add the equality above for each region to get the same equality for

U . Similar equalities for

∫
S

gdy∧dz and

∫
S

hdz∧dx can be established by rotating

x, y and z.

Theorem 13.6.1 (Gauss’ Theorem). Suppose U ⊂ R3 is a region with the boundary
surface S compatibly oriented with respect to the outward normal vector. Then for
any continuously differentiable f , g, h, we have∫

S

fdy ∧ dz + gdz ∧ dx+ hdx ∧ dy =

∫
U

(fx + gy + hz)dxdydz.

Define the divergence of a vector field F = (f, g, h) to be

divF = ∇ · F =
∂f

∂x
+
∂g

∂y
+
∂h

∂z
.

Then Gauss’ Theorem means that the outward flux of a flow F = (f, g, h) is equal
to the integral of the divergence of the flow on the solid∫

S

F · ~ndA =

∫
U

divFdV.

Example 13.6.1. The volume of the region enclosed by a surface S ⊂ R3 without boundary
is ∫

S

xdy ∧ dz =

∫
S

ydz ∧ dx =

∫
S

zdx ∧ dy =
1

3

∫
S

(x, y, z) · ~ndA.

Example 13.6.2. In Example 13.2.9, the outgoing flux of the flow F = (x2, y2, z2) through

the ellipse
(x− x0)2

a2
+

(y − y0)2

b2
+

(z − z0)2

c2
= 1 is computed by surface integral. Alter-

natively, by Gauss’ theorem, the flux is∫
F · ~ndA =

∫
(x−x0)2

a2
+

(y−y0)2

b2
+

(z−z0)2

c2
≤1

2(x+ y + z)dxdydz

=

∫
x2

a2
+ y2

b2
+ z2

c2
≤1

2(x+ x0 + y + y0 + z + z0)dxdydz.

By the transform ~x→ −~x, we get∫
x2

a2
+ y2

b2
+ z2

c2
≤1

(x+ y + z)dxdydz = 0.

Therefore the flux is∫
x2

a2
+ y2

b2
+ z2

c2
≤1

2(x0 + y0 + z0)dxdydz =
8πR3

3
abc(x0 + y0 + z0).
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Example 13.6.3. To compute the upward flux of F = (xz,−yz, (x2 + y2)z) through the
surface S given by 0 ≤ z = 4− x2− y2, we introduce the disk D = {(x, y, 0) : x2 + y2 ≤ 4}
on the (x, y)-plane. Taking the normal direction of D to be (0, 0, 1), the surface S ∪ (−D)
is the boundary of the region U given by 0 ≤ z ≤ 4 − x2 − y2. By Gauss’ theorem, the
flux through S is∫

S

F · ~ndA =

∫
S∪(−D)

F · ~ndA+

∫
D

F · ~ndA

=

∫
U

(z − z + x2 + y2)dxdydz +

∫
x2+y2≤4

F (x, y, 0) · (0, 0, 1)dA

=

∫
U

(x2 + y2)dxdydz =

∫
0≤r≤2,0≤θ≤2π

r2(4− r2)rdrdθ =
32π

3
.

Example 13.6.4. The gravitational field created by a mass M at point ~x0 ∈ R is

G = − M

‖~x− ~x0‖32
(~x− ~x0).

A straightforward computation shows divG = 0. Suppose U is a region with compatibly
oriented boundary surface S and ~x0 6∈ S. If ~x0 6∈ U , then by Gauss’ theorem, the outward

flux

∫
S

G · ~ndA = 0. If ~x0 ∈ U , then let Bε be the ball of radius ε centered at ~x0. The

boundary of the ball is the sphere Sε, which we given an orientation compatible with the

outward normal vector ~n =
~x− ~x0

‖~x− ~x0‖2
. For sufficiently small ε, the ball is contained in

U . Moreover, U −Bε is a region not containing ~x0 and has compatibly oriented boundary
surface S ∪ (−Sε). Therefore∫
S

G · ~ndA =

∫
Sε

G · ~ndA =

∫
‖~x−~x0‖2=ε

−M
ε3

(~x− ~x0) · ~x− ~x0

ε
dA = −M

ε2

∫
Sε

dA = −4πM.

More generally, the gravitational field created by several masses at various locations
is the sum of the individual gravitational field. The outward flux of the field through S is
then −4π multiplied to the total mass contained in A. In particular, the flux is independent
of the specific location of the mass, but only on whether the mass is inside A or not. This
is called Gauss’ Law.

Exercise 13.80. Compute the flux.

1. Outward flux of (x3, x2y, x2z) through boundary of the solid x2 +y2 ≤ a2, 0 ≤ z ≤ b.

2. Inward flux of (xy2, yz2, zx2) through the ellipse
(x− x0)2

a2
+

(y − y0)2

b2
+

(z − z0)2

c2
=

1.

3. Upward flux of (x3, y3, z3) through the surface z = x2 + y2 ≤ 1.

4. Outward flux of (x2, y2,−2(x+ y)z) through the torus in Example 8.1.17.

Exercise 13.81. Suppose U ⊂ R3 is a convex region with boundary surface S. Suppose ~a
is a vector in the interior of U , and p is the distance from ~a to the tangent plane of S.

Compute

∫
S

pdA. Moreover, for the special case S is the ellipse
x2

a2
+
y2

b2
+
z2

c2
= 1 and

~a = (0, 0, 0), compute

∫
S

1

p
dA.
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Exercise 13.82. Find the formulae for the divergences of F +G, gF , F ×G.

Exercise 13.83. Prove that div(curlF ) = 0. Moreover, compute div(gradf) and grad(divF ).

Exercise 13.84. Find all the functions f on R3, such that the integral of the differential
form fdy ∧ dz + zdx ∧ dy on any sphere is 0.

n-Dimensional Fundamental Theorem of Calculus in Rn

Such a fundamental theorem is inevitable, and the proof is routine. First we consider
the special region

U = {(~u, xn) : ~u ∈ V, k(~u) ≤ xn ≤ h(~u)}, ~u = (x1, . . . , xn−1).

The boundary S of U is oriented to be compatible with the outward normal vector
~nout.

By Fubini Theorem and the classical Fundamental Theorem of Calculus, we
have ∫

U

fxndx1 · · · dxn =

∫
V

(f(~u, h(~u))− f(~u, k(~u)))dx1 · · · dxn−1.

By the computation in Example 13.3.3, the usual parameterizations of the top piece
St

σ(~u) = (~u, h(~u)), ~u ∈ V,
and the bottom piece Sb

σ(~u) = (~u, k(~u)), ~u ∈ V,

are compatible with the normal vector with last coordinate having sign (−1)n−1.
Since the ~nout has positive last coordinate on St and negative last coordinate on
Sb, we get∫

St

fdx1 ∧ · · · ∧ dxn−1 = (−1)n−1

∫
V

f(~u, h(~u))dx1 · · · dxn−1, (13.6.1)∫
Sb

fdx1 ∧ · · · ∧ dxn−1 = (−1)n
∫
V

f(~u, k(~u))dx1 · · · dxn−1. (13.6.2)

Similar to the earlier discussions, we also have∫
Sv

fdx1 ∧ · · · ∧ dxn−1 = 0.

Then we get ∫
S

(−1)n−1fdx1 ∧ · · · ∧ dxn−1 =

∫
U

fxndx1 · · · dxn.

By the same argument, especially using the computations in Example 13.3.3
and Exercise 13.49, we get∫

S

(−1)i−1fdx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn =

∫
U

fxidx1 · · · dxn.
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Theorem 13.6.2 (Gauss’ Theorem). Suppose U ⊂ Rn is a region with the boundary
submanifold S compatibly oriented with respect to the outward normal vector. Then
for any continuously differentiable f1, . . . , fn, we have∫

S

∑
(−1)i−1fidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn =

∫
U

(
∂f1

∂x1
+ · · ·+ ∂fn

∂xn

)
dx1 · · · dxn.

If we define the divergence of a vector field on Rn to be

divF =
∂f1

∂x1
+ · · ·+ ∂fn

∂xn
.

then Gauss’ Theorem can be rewritten as∫
S

F · ~ndV =

∫
U

divFdµ~x.

We obtained Stokes’ Theorems 13.5.1 and 13.5.2 by “transferring” Green’s
Theorem to a surface in Rn. By the same method, we can “transfer” Gauss’ The-
orems 13.6.1 and 13.6.2 to submanifolds of higher dimensional Euclidean spaces.
However, we will leave the discussion to the next chapter, because there is another
deep insight that the high dimensional Fundamental Theorems of Calculus does not
require Euclidean space at all!

13.7 Additional Exercise
Gauss Map

Let M be an oriented submanifold of Rn of dimension n − 1. The normal vector can be
considered as a map ν = ~n : M → Sn−1 ⊂ Rn, called the Gauss map.

Exercise 13.85. Prove that the derivative ν′ maps T~xM to the subspace T~xM ⊂ Rn. The
map ν′ : T~xM → T~xM is called the Weingarten map.

Exercise 13.86. Prove that the Weingarten map is self-adjoint: ν′(~u) · ~v = ~u · ν′(~v) for any
~u,~v ∈ T~xM .

Exercise 13.87. Compute the Weingarten map.

1. M = {~x : ~a · ~x = c} is a hyperplane of Rn.

2. M = Sn−1
R is the sphere of radius R in Rn.

3. M = Sn−2
R × R is the cylinder of radius R in Rn.

Principal Curvatures

For an oriented submanifold M of Rn of dimension n− 1, its thickening map

φ(~x, t) = ~x+ t~n(~x) : M × [a, b]→ Rn,

is injective for small a, b and describes an open neighborhood N[a,b] of M in Rn in case
a < 0 < b.
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Let σ : U → M is an orientation compatible parameterization of M . Let W be the
matrix of the Weingarten map with respect to the basis σu1 , . . . , σun−1 . Then

det(I + tW ) = 1 + t(n− 1)H1 + · · ·+ tk
(n− 1)!

(k − 1)!(n− k)!
Hk−1 + · · ·+ tn−1Hn−1.

We call H1 the mean curvature and call Hn−1 the Gaussian curvature.

Exercise 13.88. Explain that Hk are independent of the choice of the parameterization σ.

Exercise 13.89. Prove that ‖φu1 ∧ · · · ∧ φun−1 ∧ φt‖2 = det(I + tL)‖σu1 ∧ · · · ∧ σun−1‖2 for
small t.

Exercise 13.90. Prove that the volume of N[0,b] is

bVol(M) +
n− 1

2
b2
∫
M

H1dV + · · ·+ (n− 1)!

k!(n− k)!
bk
∫
M

HkdV + · · ·+ 1

n
bn
∫
M

Hn−1dV.

What about the volumes of N[a,0] and N[a,b]?

Exercise 13.91. Derive the formula in Example 13.3.1.
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14.1 Manifold
In Section 8.4, we defined an n-dimensional submanifold of RN to be a subset
M ⊂ RN , such that near any point in M , the subset is the graph of a continuously
differentiable map f of some choice of N − n coordinates ~z in terms of the other
n coordinates ~y. Specifically, if vectors of RN are written as ~x = (~y, ~z), ~y ∈ Rn,
~z ∈ RN−n, then

ϕ(~y) = (~y, f(~y)) : U →M

is a regular parameterization near the point, in the sense that the partial derivative
of ϕ in ~y is invertible. Conversely, by Proposition 8.4.2, a submanifold of RN is a
subset M , such that there is a regular parameterization near any point of M .

Another motivation for differentiable manifolds is from the discussion leading
to the definition (??) of the integral of a form on an oriented surface. The discussion
suggests that the integral can be defined as long as there are orientation compatible
parameterizations of pieces of the surface. The key observation is that the ambient
Euclidean space RN is not needed in the definition of the integral.

Differentiable Manifold

The following is the preliminary definition of differentiable manifolds. The rigorous
definition requires extra topological conditions and will be given in Definition 14.2.10
after we know more about the topology of manifolds.

Definition 14.1.1 (Preliminary). A differentiable manifold of dimension n is a set
M and a collection of injective maps

σi : Ui →Mi = σi(Ui) ⊂M,

such that the following are satisfied.

1. M is covered by Mi: M = ∪Mi.

2. Ui are open subsets of Rn.

3. Uij = σ−1
i (Mi ∩Mj) are open subsets of Rn.

4. The transition maps ϕji = σ−1
j ◦σi : Uij → Uji are continuously differentiable.

If the transition maps are r-th order continuously differentiable, then we say
M is an r-th order differentiable manifold, or Cr-manifold. If the transition maps
are continuously differentiable of any order, then M is a smooth manifold, or C∞-
manifold. On the other hand, if the transition maps are only continuous, then M
is a topological manifold, or C0-manifold.

The map σi is a (coordinate) chart. A collection {σi} of coordinate charts
satisfying the conditions of the definition is an atlas of the manifold. The same
manifold may allow different choices of atlases. For example, any way of expressing
the circle as a union of some open circular intervals gives an atlas of the circle.
On the other hand, the concept of manifold should be independent of the choice
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M

Uij ϕji

Uji

Ui

σi

Mi

Uj

σj

Mj

Figure 14.1.1. Transition map between overlapping parameterizations.

of atlas. To solve the problem of dependence on the atlas, we say an injection
σ : U → σ(U) ⊂M from an open subset U ⊂ Rn is a (compatible) chart if for each
existing chart σi, σ

−1
i (Mi ∩ σ(U)) is an open subset of Ui, and the map

σ−1 ◦ σi : σ−1
i (Mi ∩ σ(U))→ U

is continuously differentiable. A unique atlas of a manifold can then be constructed
by including all the compatible charts to form the maximal atlas.

Example 14.1.1. Any open subset U ⊂ Rn is a manifold. We can simply use the identity
map U → U as an atlas. Any other chart is simply an injective continuously differen-
tiable map σ : V ⊂ Rn → U from an open subset V ⊂ Rn, such that σ(V ) is open, and
σ−1 : σ(V )→ V is also continuously differentiable.

Example 14.1.2. In Example 8.4.4, the unit circle S1 = {(x, y) : x2 + y2 = 1} has reg-
ular parameterizations given by expressing one coordinate as the function of the other
coordinate

σ1(u) = (u,
√

1− u2) : U1 = (−1, 1)→M1 ⊂ S1,

σ−1(u) = (u,−
√

1− u2) : U−1 = (−1, 1)→M−1 ⊂ S1,

σ2(u) = (
√

1− u2, u) : U2 = (−1, 1)→M2 ⊂ S1,

σ−2(u) = (−
√

1− u2, u) : U−2 = (−1, 1)→M−2 ⊂ S1.

Here M1,M−1,M2,M−2 are respectively the upper, lower, right, and left half circles.
The overlapping M1 ∩M2 is the upper right quarter of the circle. The transition map
ϕ21(u) = σ−1

2 ◦ σ1(u) = w is obtained by solving σ1(u) = σ2(w), or (∗,
√

1− u2) = (∗, w).
Therefore

ϕ21(u) =
√

1− u2 : U12 = (0, 1)→ U21 = (0, 1).

We can similarly get the other three transition maps, such as

ϕ(−2)1(u) =
√

1− u2 : U1(−2) = (−1, 0)→ U(−2)1 = (0, 1).
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All transition maps are smooth.

Example 14.1.3. Consider the sphere Sn of radius
1

2
(or diameter 1). Fixing two antipodal

points N and S as the north and south poles, we have the stereographical projection from
the north pole

σN (~u) = ξ : Rn → Sn − {N}.
The chart misses the north pole. To cover the whole sphere, we also need to use the
stereographical projection from the south pole

σS(~v) = ξ : Rn → Sn − {S}.

ξ

N

1

S

~v

~u

Rn

Rn

N

1

S

~v

~u

ξ

Figure 14.1.2. Stereographic projections.

The overlapping of the two charts is Sn − {N,S}, and

UNS = σ−1
N (Sn − {N,S}) = Rn −~0, USN = σ−1

S (Sn − {N,S}) = Rn −~0.

The transition map is

ϕNS(~u) = σ−1
N ◦ σS(~u) = ~v : Rn −~0→ Rn −~0.

Note that by the obvious identification of the two Rn (explicitly given by (x1, . . . , xn,
1
2
)↔

(x1, . . . , xn,− 1
2
)), ~u and ~v point to the same direction, and their Euclidean lengths are

related by ‖~u‖2‖~v‖2 = 12 = 1. Therefore we get

ϕNS(~v) =
~v

‖~v‖22
.

The transition map is smooth.

Example 14.1.4 (Open Möbius Band). Let Lθ be the line passing through the point z(θ) =
(cos θ, sin θ) on the unit circle at angle θ and with slope 1

2
θ. The Möbius band is

M = {(z, v) : z ∈ S1, v ∈ Lθ}.

Although all Lθ intersect at v = (−1, 0), we consider (z, v) and (z′, v) to be different points
of M if z 6= z′. On the other hand, if z(θ) = z(θ′), then θ− θ′ is an integer multiple of 2π,
and Lθ and Lθ′ are the same line. So there is no ambiguity in the definition of M .
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Lθ

z

v

θ
2 θ

Figure 14.1.3. Open Möbius band.

Corresponding to the covering of the circle by two charts (0, 2π) and (−π, π), we
have two charts for the Möbius band, given by the same formula

σi(θ, t) = ((cos θ, sin θ), (cos θ, sin θ) + t(cos 1
2
θ, sin 1

2
θ)),

but with different domain

σ0 : U0 = (0, 2π)× R→M, σ1 : U1 = (−π, π)× R→M.

The transition map ϕ10(θ, t) = (θ′, t′) on the overlapping (0, π)×Rt(π, 2π)×R is obtained
by solving σ0(θ, t) = σ1(θ′, t′). The solution consists of two parts

ϕ+
10(θ, t) = (θ, t) : (0, π)× R→ (0, π)× R,

ϕ−10(θ, t) = (θ − 2π,−t) : (π, 2π)× R→ (−π, 0)× R.

Both are smooth maps.

Example 14.1.5. The real projective space RPn is the set of the lines in Rn+1 passing
through the origin. Such a line is a 1-dimensional subspace, and is spanned by a nonzero
vector (x0, x1, . . . , xn). Denoting the span by [x0, x1, . . . , xn], we have

RPn = {[x0, x1, . . . , xn] : some xi 6= 0}.

If xi 6= 0, then (x0, x1, . . . , xn) and
1

xi
(x0, x1, . . . , xn) span the same subspace. This leads

to the injective maps

σi(x1, . . . , xn) = [x1, . . . , xi, 1, xi+1, . . . , xn] : Rn → RPn, 0 ≤ i ≤ n,

with the images Mi = {[x0, x1, . . . , xn] : xi 6= 0}.
For the overlapping M0 ∩M1 = {[x0, x1, . . . , xn] : x0 6= 0 and x1 6= 0}, we have

U01 = U10 = {(x1, . . . , xn) : x1 6= 0}.

The transition map ϕ10(x1, x2, . . . , xn) = (y1, y2, . . . , yn) is obtained from

σ0(x1, . . . , xn) = [1, x1, x2, . . . , xn] = [y1, 1, y2, . . . , yn] = σ1(y1, . . . , yn).

Therefore

ϕ10(x1, x2 . . . , xn) =

(
1

x1
,
x2

x1
. . . ,

xn
x1

)
.

We can get similar formulae for the other transition maps. All the transition maps are
smooth.
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Example 14.1.6. The complex projective space CPn is the set of all complex 1-dimensional
subspaces of Cn+1. Denoting by [z0, z1, . . . , zn] the complex subspace spanned by (nonzero)
complex vector (z0, z1, . . . , zn), we have

CPn = {[z0, z1, . . . , zn] : some zi 6= 0}.

Like RPn, the complex projective space is also a manifold. We specifically look at CP 1,
which like the real case is covered by two charts (w is a complex number)

σ0(w) = [1, w] : U0 = C→M0 = {[z0, z1] : z0 6= 0},
σ1(w) = [w, 1] : U1 = C→M1 = {[z0, z1] : z1 6= 0}.

The overlapping M0 ∩ M1 consists of those [z0, z1] with both z0 and z1 nonzero. The
transition map is

ϕ10(w) =
1

w
: U01 = C− 0→ U10 = C− 0.

In terms of w = u+ iv, u, v ∈ R, the transition map is

ϕ10(u, v) =

(
u

u2 + v2
,
−v

u2 + v2

)
: R2 − (0, 0)→ R2 − (0, 0).

Exercise 14.1. Show that the torus is a differentiable manifold by constructing an atlas.

Exercise 14.2. Show that the special linear group SL(2) in Example 8.4.9 is a differentiable
manifold by constructing an atlas.

Exercise 14.3. The points on the circle can be described by angles θ, with θ and θ + 2π
corresponding to the same point. Find the atlas consisting of two circle intervals (−δ, π+δ)
and (−π − δ, δ), where 0 < δ < π. Find the transition map.

Exercise 14.4. Show that the two atlases of the circle in Example 14.1.2 and Exercises 14.3
are compatible and therefore give the same manifold.

Exercise 14.5. In Example 14.1.3, find the formula of ξ in terms of ~u and ~v.

Exercise 14.6. Extend Example 14.1.2 to the unit sphere Sn in Rn+1. Then (after scaling
by 2 to match radius 1

2
) compare with the stereographical projection charts in Example

14.1.3.

Exercise 14.7. Describe the atlas of the circle given by the stereographical projection in
Example 14.1.3. Then compare the atlas with the atlas of the real projective space RP 1

in Example 14.1.5. Explain why the circle and RP 1 are the same manifold.

Exercise 14.8. Show that the sphere S2 and the complex projective space CP 1 are the same
by comparing the stereographic projection atlas of S2 with the atlas of CP 1 in Example
14.1.6.

Exercise 14.9. Describe an atlas for the complex projective space CPn.



14.1. Manifold 561

Exercise 14.10. Show that if we change
1

2
θ to

5

2
θ in Example 14.1.4, then we still get the

Möbius band.

Exercise 14.11 (Klein Bottle). The Klein bottle is obtained by identifying the boundaries of
the square [−1, 1]× [−1, 1] as follows

(x, 1) ∼ (−x,−1), (1, y) ∼ (−1, y).

Show that the Klein bottle is a differentiable manifold.

Exercise 14.12 (Mapping Torus). Let L be an invertible linear transform on Rn. Show that
the mapping torus obtained by glueing two ends of Rn × [0, 1] by (~x, 1) ∼ (L(~x), 0) is a
differentiable manifold.

Exercise 14.13. Suppose M and N are manifolds of dimensions m and n. Prove that the
product M×N is a manifold of dimension m+n. Specifically, prove that if {σi : Ui →Mi}
and {τj : Vj → Nj} are atlases of M and N , then {σi× τj : Ui×Vj →Mi×Nj} is an atlas
of M ×N .

Exercise 14.14. Show that it is always possible to find an atlas of a differentiable manifold,
such that every Ui = Rn.

Manifold with Boundary

Definitions 14.1.1 only gives manifolds without boundary. If we allow Ui and Uij to
be open subsets of either the whole Euclidean space Rn or the half Euclidean space

Rn+ = {(u1, u2, . . . , un−1, un) : un ≥ 0},

then we get manifolds with boundary, and the boundary ∂M consists of those points
corresponding to

∂Rn+ = {(u1, u2, . . . , un−1, 0)} = Rn−1 × 0.

In other words,
∂M = ∪Ui⊂Rn+σi(Ui ∩ Rn−1 × 0).

In the extended definition, a subset of Rn+ is open if it is of the form Rn+ ∩ U
for some open subset U of Rn. Moreover, a map on an open subset of Rn+ is
(continuously) differentiable if it is the restriction of a (continuously) differentiable
map on an open subset of Rn. This makes it possible for us to talk about the
differentiability of the transition maps between open subsets of Rn+.

Proposition 14.1.2. The boundary of an n-dimensional differentiable manifold is
an (n− 1)-dimensional differentiable manifold without boundary.

Proof. An atlas for the boundary ∂M can be obtained by restricting an atlas of M
to Rn−1 × 0

τi = σi|Rn−1×0 : Vi = Ui ∩ Rn−1 × 0→ (∂M)i = σi(Ui ∩ Rn−1 × 0).
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The transition maps between the charts τi are continuously differentiable because
they are the restrictions of continuously differentiable transition maps of M (which
are again restrictions of continuously differentiable maps on open subsets of Rn).
Moreover, ∂M has no boundary because Vi are open subsets of the whole Euclidean
space Rn−1 (the half space Rn−1

+ is not used for the atlas).

Example 14.1.7. The interval M = [0, 1] is covered by charts

σ1(t) = t : U1 = [0, 1)→M1 = [0, 1) ⊂M,

σ2(t) = 1− t : U2 = [0, 1)→M2 = (0, 1] ⊂M.

Here U1 = U2 = [0, 1) = (−1, 1) ∩ R+ are open subsets of the half line R+ = [0,+∞),
and the transition map ϕ21(t) = 1 − t : (0, 1) → (0, 1) is continuously differentiable. The
boundary of the interval is

∂[0, 1] = σ1(0) ∪ σ2(0) = {0, 1}.

Example 14.1.8. The disk M = {(x, y) : x2 + y2 ≤ 1} is covered by charts

σ0(x, y) = (x, y) : U0 = {(x, y) : x2 + y2 < 1} →M0 ⊂M,

σ1(r, θ) = (r cos θ, r sin θ) : U1 = (0, 1]× (−δ, π + δ)→M1 ⊂M,

σ2(r, θ) = (r cos θ, r sin θ) : U2 = (0, 1]× (−π − δ, δ)→M2 ⊂M.

Here we use Exercise 14.3 for the circular direction. Note that to make the formulae more
manageable, we relaxed the choice of Ui to be open subsets of any half Euclidean space,
and the half plane used here is (−∞, 1]×R. If we insist on using the standard half space,
then the charts have more cumbersome formulae

σ̃0(x, y) = (x, y) : Ũ0 = {(x, y) : x2 + y2 < 1} →M0 ⊂M,

σ̃1(θ, t) = ((1− t) cos θ, (1− t) sin θ) : Ũ1 = (−δ, π + δ)× [0,+∞)→M1 ⊂M,

σ̃2(θ, t) = ((1− t) cos θ, (1− t) sin θ) : Ũ2 = (−π − δ, δ)× [0,+∞)→M2 ⊂M.

We can easily find the transition maps

ϕ01(x, y) = (r cos θ, r sin θ) : U10 = (0, 1)× (−δ, π + δ)

→ U01 = {(x, y) : 0 < x2 + y2 < 1,−δ < θ(x, y) < π + δ},
ϕ02(x, y) = (r cos θ, r sin θ) : U20 = (0, 1)× (−π − δ, δ)

→ U02 = {(x, y) : 0 < x2 + y2 < 1,−π − δ < θ(x, y) < δ},

ϕ21(r, θ) =

{
(r, θ) : (0, 1]× (−δ, δ)→ (0, 1]× (−δ, δ),
(r, θ − 2π) : (0, 1]× (π − δ, π + δ)→ (0, 1]× (−π − δ,−π + δ).

These are continuously differentiable. Therefore the disk is a differentiable manifold, with
the unit circle as the boundary

∂M = σ1(0× (−δ, π + δ)) ∪ σ2((−π − δ, δ)) = {(x, y) : x2 + y2 = 1}.

The idea of the example can be extended to show that the ball in Rn is a manifold
with the sphere Sn−1 as the boundary. See Exercise 14.16.
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Example 14.1.9 (Möbius band). Consider the circle γ(θ) = (cos θ, sin θ, 0) lying in the
(x, y)-plane in R3. At each point γ(θ) of the circle, let Iθ be the interval that is perpen-

dicular to the circle, has angle
1

2
θ from the (x, y)-plane, has length 1 and has the point

γ(θ) as the center. Basically Iθ moves along the circle while rotating at half speed. The
union M = ∪Iθ is the Möbius band.

To find an atlas for the Möbius band, we note that the direction of Iθ is

v(θ) =

(
cos

1

2
θ cos θ, cos

1

2
θ sin θ, sin

1

2
θ

)
.

Then we use Exercise 14.3 for the circular direction and get charts

σ1(θ, t) = γ(θ) + tv(θ), (θ, t) ∈ U1 = (−δ, π + δ)× [−0.5, 0.5],

σ2(θ, t) = γ(θ) + tv(θ), (θ, t) ∈ U2 = (−π − δ, δ)× [−0.5, 0.5].

Here we further relaxed the choice of Ui compared with Example 14.1.8, again to make
our formulae more manageable. Strictly speaking, we should split σ1 into two charts

σ1+(θ, t) = σ1(θ, t− 0.5), σ1−(θ, t) = σ1(θ, 0.5− t), (θ, t) ∈ (−δ, π + δ)× [0, 1),

and do the same to σ2.
The transition has two parts corresponding to (−δ, δ) and (π − δ, π + δ)

ϕ21(θ, t) =

{
(θ, t) : (−δ, δ)× [−0.5, 0.5]→ (−δ, δ)× [−0.5, 0.5],

(θ − 2π,−t) : (π − δ, π + δ)× [−0.5, 0.5]→ (−π − δ,−π + δ)× [−0.5, 0.5].

The transition map is continuously differentiable, making the Möbius band into a manifold
with boundary

γ(θ) +
1

2
v(θ) =

((
1 +

1

2
cos

1

2
θ

)
cos θ,

(
1 +

1

2
cos

1

2
θ

)
cos

1

2
θ sin θ,

1

2
sin

1

2
θ

)
.

The whole boundary is a circle obtained by moving θ by 4π, or twice around the circle γ.

Exercise 14.15. Let f be a continuously differentiable function on an open subset U of Rn.
Show that M = {(~x, y) : y ≤ f(~x), ~x ∈ U} is a manifold with boundary.

Exercise 14.16. Show that the unit ball Bn is a manifold with the unit sphere Sn−1 as the
boundary.

Exercise 14.17. Each point θ of the real projective space RPn is a 1-dimensional subspace
of Rn+1. Let Iθ be the interval of vectors in θ of length ≤ 1. Show that

M = {(θ, v) : θ ∈ Rn+1, v ∈ Iθ}

is a manifold with boundary. Moreover, show that the boundary is the sphere Sn.

Exercise 14.18. Repeat Exercise 14.17 for the complex projective space.

Exercise 14.19. Suppose M is a manifold with boundary. Prove that M−∂M is a manifold
without boundary.

Exercise 14.20. Suppose M and N are manifolds with boundaries. Prove that the product
M ×N (see Exercise 14.13) is also a manifold, with boundary ∂M ×N ∪M × ∂N .
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14.2 Topology of Manifold
The rigorous definition of manifold requires further topological conditions. While
a topology is usually defined as the collection of (open) subsets satisfying three
axioms, it is more natural for us to start with the concept of limit. In fact, the
whole theory of point set topology can be developed based on four axioms for
limits35.

Sequence Limit

The limit of a sequence in a manifold can be defined by using a chart to pull the
sequence to Euclidean space. We notice that, in general, the chart can only be
applied to later terms in converging sequence.

Definition 14.2.1. A sequence of points xk in a manifold M converges to x, if there
is a chart σ : U →M , such that

• x ∈ σ(U),

• xk ∈ σ(U) for sufficiently large k,

• σ−1(xk) converges to σ−1(x) in U .

The first two items in the definition allows us to pull the sequence and the
limit to the Euclidean space. Then we know the meaning of limσ−1(xk) = σ−1(x)
in U ⊂ Rn. The following implies that the definition of limit is (in certain sense)
independent of the choice of the chart.

Lemma 14.2.2. Suppose limxk = x according to a chart σ : U →M . If τ : V →M
is another chart satisfying x ∈ τ(V ), then limxk = x according to the chart τ .

Proof. Let Mσ = σ(U) and Mτ = τ(V ). Then by the definition of manifold,
Uστ = σ−1(Mσ ∩Mτ ) and Uτσ = τ−1(Mσ ∩Mτ ) are open subsets of Euclidean
space, and the transition map ϕ = τ−1 ◦ σ : Uστ → Uτσ is continuous.

By the assumption, we have x ∈ Mσ ∩ Mτ . This implies σ−1(x) ∈ Uστ .
Since Uστ is open and limσ−1(xk) = σ−1(x) ∈ Uστ , by Proposition 6.4.2, we know
σ−1(xk) ∈ Uστ for sufficiently large k. Then τ−1(xk) = ϕ(σ−1(xk)) ∈ Uτσ ⊂ V for
sufficiently large k. This implies the second item in the definition according to τ .
Moreover, by what we know about the continuity of the map ϕ between Euclidean
spaces, we have

lim τ−1(xk) = ϕ
(
limσ−1(xk)

)
= ϕ(σ−1(x)) = τ−1(x).

This verifies the third item in the definition according to τ .

35A good reference is Chapter 2 of General Topology by John Kelley.
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Example 14.2.1 (Line with two origins). The line with two origins

M = (−∞, 0) t {0, 0′} t (0,+∞)

is covered by two charts

σ : R→ R = (−∞, 0) t {0} t (0,+∞),

σ′ : R→ R′ = (−∞, 0) t {0′} t (0,+∞).

The transition map is the identity map on R− {0} = (−∞, 0) t (0,+∞).

0

0′

Figure 14.2.1. Line with two origins.

By Definition 14.2.1, we have lim
1

k
= 0 (according to σ) and lim

1

k
= 0′ (according

to σ′). This shows that a sequence may converge to two different limits. This is not a
counterexample to Lemma 14.2.2 because the lemma claims the well-defined limit only for
the charts containing the limit point x. In the line with two origins, the chart σ′ does not
contain the first limit point 0.

Exercise 14.21. Prove that in a product manifold (see Exercise 14.13), a sequence (xk, yk)
converges to (x, y) if and only if xk converges to x and yk converges to y.

Exercise 14.22. Show that 0 and 0′ are all the limits of the sequence
1

k
in the line with two

origins.

Exercise 14.23. Construct the line with infinitely many origins, show that it is a manifold,
and show that a sequence may have infinitely many limits.

Exercise 14.24 (Forked line). Let [0,+∞)′ be a separate copy of [0,+∞). For x ≥ 0, we
denote by x the number in [0,+∞), and by x′ the number in the copy [0,+∞)′. Show
that the forked line M = (−∞, 0) t [0,+∞) t [0,+∞)′ is a manifold and study the limit
of sequences in the forked line.

0

0′

Figure 14.2.2. Forked line.

Exercise 14.25. Construct a surface (i.e., 2-dimensional manifold) in which a sequence may
not have unique limit.



566 Chapter 14. Manifold

Compact, Closed, and Open Subsets

We use sequence limit to define the usual topological concepts, modelled on Defini-
tions 6.3.2 and 6.3.5, and Proposition 6.4.2.

Definition 14.2.3. A subset of a manifold is open if any sequence converging to a
point in the subset lies in the subset for sufficiently large index.

Definition 14.2.4. A subset of a manifold is closed if the limit of any convergent
sequence in the subset still lies in the subset.

Definition 14.2.5. A subset of a manifold is compact if any sequence in the subset
has a convergent subsequence, and the limit of the subsequence still lies in the
subset.

In Sections 6.3 and 6.4, we saw that some topological properties can be derived
by formal argument on sequence limit. In fact, the only property of the sequence
limit we used is that, if a sequence converges, then any subsequence converges to
the same limit. The following are these properties, and the formal argument based
on sequence limit is repeated.

Proposition 14.2.6. Open subsets have the following properties.

1. ∅ and M are open.

2. Unions of open subsets are open.

3. Finite intersections of open subsets are open.

Proof. The first property is trivially true.
Suppose Ui are open, and a sequence xk converges to x ∈ ∪Ui. Then x is in

some Ui. By Ui open, we have xk ∈ Ui for sufficiently large k. Then by Ui ⊂ ∪Ui,
we have xk ∈ U for sufficiently large k.

Suppose U and V are open, and a sequence xk converges to x ∈ U ∩ V .
By x ∈ U and U open, there is K1, such that xk ∈ U for k > K1. By x ∈ V
and V open, there is K2, such that xk ∈ V for k > K2. Then xk ∈ U ∩ V for
k > max{K1,K2}.

Proposition 14.2.7. Closed subsets have the following properties.

1. ∅ and M are closed.

2. Intersections of closed subsets are closed.

3. Finite unions of closed subsets are closed.

Proof. The first property is trivially true.
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Suppose Ci are closed, and a sequence xk ∈ ∩Ci converges to x. Then the
sequence xk lies in each Ci. Then by Ci closed, the limit x ∈ Ci. Therefore x ∈ ∩Ci.

Suppose C and D are closed, and a sequence xk ∈ C ∪ D converges to x.
Then there must be infinitely many xk in either C or D. In other words, there is a
subsequence in either C or D. If C contains a subsequence xkp , then by x = limxkp
and C closed, we get x ∈ C. If D contains a subsequence, then we similarly get
x ∈ D. Therefore x ∈ C ∪D.

Proposition 14.2.8. A subset is open if and only if its complement is closed.

Proof. Suppose U is an open subset of M , and a sequence xk ∈ M − U converges
to x. If x /∈ M − U , then x ∈ U . By xk converging to x and U open, we have
xk ∈ U for sufficiently large k. This contradicts to all xk ∈ M − U . Therefore we
must have x ∈M − U .

Suppose C is a closed subset of M , and a sequence xk converges to x ∈M−C.
If it is not the case that xk ∈ M − C for sufficiently large k, then there is a
subsequence xkp /∈ M − C. This means xkp ∈ C. Since C is closed, the limit of
the subsequence, which is also the limit x of the sequence, must also lie in C. Since
this contradicts to the assumption x ∈ M − C, we conclude that xk ∈ M − C for
sufficiently large k.

Exercise 14.26. Prove that the boundary of a manifold is a closed subset.

Exercise 14.27. Suppose Ui are open subsets of M and M = ∪Ui. Prove that U ⊂ M is
open if and only if all U ∩Ui are open. Can you find similar statement for closed subsets?

Exercise 14.28. Prove that the union of two compact subsets is compact.

Exercise 14.29. Prove that any closed subset of a compact set is compact.

Exercise 14.30. In the product of two manifolds (see Exercise 14.13), prove that the product
of two open (closed, compact) subsets is still open (closed, compact).

Exercise 14.31. Describe open, closed and compact subsets of the line with two origins in
Example 14.2.1.

The following characterises open subsets in terms of charts.

Proposition 14.2.9. Let {σi : Ui →Mi} be an atlas of a manifold M . Then all Mi

are open, and a subset B ⊂M is open if and only if σ−1
i (B ∩Mi) is open in Rn for

all i.

Proof. The openness of Mi means that, if a sequence xk converges to x ∈ Mi,
then xk ∈ Mi for sufficiently large k. Although the definition of xk converging to
x requires the choice of a chart, Lemma 14.2.2 shows that we can use any chart
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containing x. In particular, we may apply Lemma 14.2.2 to the chart σi (in place
of τ in the lemma). The conclusion is that xk ∈ Mi for sufficiently large k, and
σ−1(xk) converges to σ−1

i (x). The first part of the conclusion means the openness
of Mi.

Once we know Mi are open, it then follows from the general property in
Proposition 14.2.6 that B is open if and only if B ∩ Mi is open for all i. See
Exercise 14.27. For A = B ∩Mi ⊂ Mi, it remains to show that A is open in M if
and only if σ−1

i (A) is open in Rn.
Suppose σ−1

i (A) is open and limxk = x ∈ A ⊂Mi. Then σi contains x and we
may apply Lemma 14.2.2 to get xk ∈Mi for sufficiently large k, and limσ−1

i (xk) =
σ−1
i (x) in Rn. Since σ−1

i (A) is open, the limit implies σ−1
i (xk) ∈ σ−1

i (A) for suffi-
ciently large k. Then we conclude that xk ∈ A for sufficiently large k. This proves
the openness of A.

Conversely, suppose A is open and lim ~uk = ~u ∈ σ−1
i (A). Since ~u ∈ σ−1

i (A) ⊂
Ui and Ui is open in Rn, we get ~uk ∈ Ui for sufficiently large k. Up to deleting
finitely many terms, therefore, we may assume all ~uk ∈ Ui, so that σi can be applied
to ~uk and ~u. Then we may verify limσi(~uk) = σi(~u) by applying the definition to
the chart σi. The assumption lim ~uk = ~u becomes the third item in the definition,
and the limit is verified. Now the assumption ~u ∈ σ−1

i (A) means σi(~u) ∈ A. Then
by the openness of A, the limit implies σi(~uk) ∈ A for sufficiently large k. In other
words, we get ~uk ∈ σ−1

i (A) for sufficiently large k. This proves the openness of
σ−1
i (A).

Exercise 14.32. Prove that an open subset of a manifold is also a manifold.

Rigorous Definition of Manifold

With the additional knowledge about the topology of manifolds, we are able to
amend Definition 14.1.1 and give the rigorous definition.

Definition 14.2.10. A differentiable manifold of dimension n is a set M and an atlas
with continuously differentiable transition maps, such that the following topological
properties are satisfied.

1. Hausdorff: If x 6= y are distinct points in M , then there are disjoint open
subsets Bx and By, such that x ∈ Bx and y ∈ By.

2. Paracompact: Every open cover has a locally finite refinement.

The reason for the Hausdorff property is the following result. Without the
Hausdorff property, some pathological phenomenon may occur. In fact, Stokes’
theorem will not hold (at least in its usual form) without the Hausdorff property.
See Exercise 14.37.

Proposition 14.2.11. In a manifold with Hausdorff property, the limit of a sequence
is unique.



14.2. Topology of Manifold 569

Proof. Suppose limxk = x and limxk = y. If x 6= y, then we have open subsets
Bx and By in the definition of Hausdorff property. By x ∈ Bx, y ∈ By and the
definition of open subsets, we have xk ∈ Bx and xk ∈ By for sufficiently large k.
However, this is impossible because Bx and By are disjoint.

The meaning of the paracompact property is less clear at this moment. In
fact, we will not explain the full detail of the definition in this course. The concept
will only be used when we define the integration on manifold, and the significance
of the concept will be elaborated then.

Exercise 14.33. Prove that Rn with its usual open subsets is Hausdorff.

Exercise 14.34. Prove that a manifold M with atlas is Hausdorff if and only if the following
holds: If x ∈ Mi −Mj and y ∈ Mj −Mi, then there are open subsets Ux ⊂ Ui, Uy ⊂ Uj ,
such that

x ∈ σi(Ux), y ∈ σj(Uy), σi(Ux) ∩ σj(Uy) = ∅.

Exercise 14.35. Show that the line with two origins in Example 14.2.1 and the forked line
in Exercise 14.24 are not Hausdorff.

Exercise 14.36. Suppose M and N are Hausdorff manifolds. Prove that the product man-
ifold M ×N (see Exercise 14.13) is also a Hausdorff manifold.

Exercise 14.37. The “interval” I = [−1, 0)t [0, 1]t [0, 1]′ in the forked line in Exercise 14.24
has left end −1 and right ends 1, 1′. Verify that the “fundamental theorem of calculus”∫

I

f ′dx =

∫ 0

−1

f ′dx+

∫ 1

0

f ′dx+

∫ 1′

0′
f ′dx = f(1) + f(1′)− f(−1)

holds for f(x) = x and does not hold for f(x) = x+ 1.

Continuous Map

The continuity of maps between manifolds cannot be defined using the usual ε-δ
language because there is no norm (or distance) on manifolds. We may define the
continuity in terms of sequence limit.

Definition 14.2.12. A map F : M → N between manifolds is continuous if limxk =
x implies limF (xk) = F (x).

Example 14.2.2. Consider a chart map σ : U → M . The continuity of σ means that
lim ~uk = ~u in U ⊂ Rn implies limσ(~uk) = σ(~u). By applying the definition of limσ(~uk) =
σ(~u) to the chart σ, we see the first two items are clearly satisfied, and the third item is
exactly lim ~uk = ~u. Therefore σ is continuous.

Exercise 14.38. Prove that the composition of continuous maps is continuous.

Exercise 14.39. For a chart σ : U →M , prove that σ−1 : σ(U)→ U is also continuous.
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The following characterises continuous maps in terms of charts.

Proposition 14.2.13. For a map F : M → N between manifolds, the following are
equivalent.

• F is continuous.

• If B ⊂ N is open, then F−1(B) is open.

• For any x ∈ M , there are charts σ : U → Mσ ⊂ M , τ : V → Nτ ⊂ N , such
that x ∈ Mσ, F (Mσ) ⊂ Nτ , and the composition τ−1 ◦ F ◦ σ : U → V is
continuous.

Note that the composition τ−1 ◦F ◦σ is defined precisely when F (Mσ) ⊂ Nτ ,
and is a map between Euclidean spaces. The proof shows that we may start with
any two charts σ and τ around x and F (x), and then restrict to a smaller part of
σ that still contains x, such that the restriction σ| satisfies F (Mσ|) ⊂ Nτ .

Proof. Suppose F : M → N is continuous, B ⊂ N is open, and limxk = x ∈
F−1(B). We wish to show that xk ∈ F−1(B) for sufficiently large k. Note that the
continuity of F implies limF (xk) = F (x). Moreover, x ∈ F−1(B) means F (x) ∈ B.
Then the openness of B implies that F (xk) ∈ B for sufficiently large k. This means
that xk ∈ F−1(B) for sufficiently large k. This completes the proof that the first
statement implies the second.

Next, suppose F−1(B) is open for any open B. Let σ : U → Mσ ⊂ M and
τ : V → Nτ ⊂ M be charts around x and F (x). By Proposition 14.2.9, Mσ and
Nτ are open subsets. Then the preimage F−1(Nτ ) is open, and the intersection
Mσ ∩F−1(Nτ ) is also open. By Example 14.2.2, we know σ is continuous. By what
we just proved, the preimage U ′ = σ−1(Mσ ∩ F−1(Nτ )) is an open subset of U .
Then the restriction σ|U ′ : U ′ → M ′σ ⊂ M is still a (smaller) chart around x, such
that M ′σ = σ(U ′) = Mσ ∩ F−1(Nτ ) ⊂ F−1(Nτ ). This is the same as F (M ′σ) ⊂ Nτ .

So by replacing σ with σ|U ′ , we may assume that F (Mσ) ⊂ Nτ is satisfied.
By Example 14.2.2 and Exercises 14.38 and 14.39, the composition τ−1 ◦ F ◦ σ is
continuous. This completes the proof that the second statement implies the third.

Finally, we assume that the third statement holds. For limxk = x, we wish to
show that limF (xk) = F (x). Let σ, τ be the charts around x and F (x) in the third
statement. Then the composition τ−1 ◦ F ◦ σ : U → V is continuous. By Example
14.2.2 and Exercise 14.39, we know σ−1 : Mσ → U and τ : V → N are continuous.
Then by Exercise 14.38, the composition F |Mσ = τ ◦ (τ−1 ◦ F ◦ σ) ◦ σ−1 : Mσ → N
is also continuous. By limxk = x ∈Mσ and the expenses of Mσ, we have xk ∈Mσ

for sufficiently large k. Therefore limxk = x happens inside Mσ. Applying the
continuity of F |Mσ

: Mσ → N to the limit, we conclude that limF (xk) = F (x).
This completes the proof that the third statement implies the first.

Example 14.2.3. A continuous curve in a manifold M is a continuous map γ : I → M
from an interval I. The continuity means that if γ(t) ∈ σ(U) for a chart σ of M , then
for sufficiently small δ, we have γ(t − δ, t + δ) ⊂ σ(U), and σ−1 ◦ γ : (t − δ, t + δ) → U is
continuous.
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Example 14.2.4. A continuous function on a manifold M is a continuous map f : M → R.
By taking the identity map R→ R as the chart τ in Proposition 14.2.13, we find that the
continuity means that, for any chart σ : U → M , the composition f ◦ σ is a continuous
function on U .

Example 14.2.5. The canonical map

F (~x) = [~x] : Sn → RPn, ~x = (x0, x1, . . . , xn)

sends a unit length vector to the 1-dimensional subspace spanned by the vector. For
x0 > 0, we have a chart for Sn

σ0(~u) =

(√
1− ‖~u‖22, ~u

)
: U = {~u ∈ Rn : ‖~u‖2 < 1} → Sn.

For x0 6= 0, we have a chart for RPn

τ0(~w) = [1, ~w] : V = Rn → RPn.

The composition

τ−1
0 ◦ F ◦ σ0(~u) =

~u√
1− ‖~u‖22

: U → V

is defined on the whole U and is continuous.
Similar charts σi and τi can be found for xi > 0 and for xi 6= 0, as well as for xi < 0

and for xi 6= 0. In all cases, the composition τ−1
i ◦ F ◦ σi is continuous. We conclude that

F is continuous.

Exercise 14.40. Construct a canonical map S2n+1 → CPn similar to Example 14.2.5 and
show that the map is continuous.

Exercise 14.41. Prove that a map F : M → N is continuous if and only if for any closed
subset C of N , F−1(C) is closed subset of M .

Exercise 14.42. Suppose {σi} is an atlas of M . Prove that a map F : M → N is continuous
if and only if the compositions F ◦ σi : Ui → N are continuous for each i.

Exercise 14.43. Suppose F : M → N is continuous. Prove that there are atlases {σi : Ui →
Mi ⊂ M} and {τi : Vi → Ni ⊂ N} with the same index set, such that F (Mi) ⊂ Ni, and
the composition τ−1

i ◦ F ◦ σi : Ui → Vi is continuous for each i. Can you formulate the
converse statement?

14.3 Tangent and Cotangent
The tangent space of a submanifold M ⊂ RN at a point ~x0 ∈ M is defined in
Section 8.4 to be the collection of tangent vectors of all the differentiable curves γ
in M passing through ~x0

T~x0
M = {γ′(0) : γ(t) ∈M for all t, γ(0) = ~x0}.
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Here the curve γ is regarded as a map into RN , and γ′(0) is a vector in RN . By the
chain rule, we also have

d

dt

∣∣∣∣
t=0

f(γ(t)) = f ′(~x0)(γ′(0)).

Since a manifold may not be inside RN (despite many ways of embedding a manifold
in the Euclidean space), we cannot use the vectors γ′(0) ∈ RN in general. However,
the left side still makes sense in general and can be considered as the “effect” of the
tangent vector (i.e., the directional derivative) on the function f .

Example 14.2.3 describes continuous curves in a manifold. If M is a differen-
tiable manifold and σ−1 ◦ γ : (t− δ, t+ δ)→ U is aways differentiable, then we say
that the curve is differentiable. See Example 14.2.3 and Exercise 14.65.

Example 14.2.4 describes continuous functions in a manifold. If M is a differ-
entiable manifold and f ◦σ (defined on an open subset of Euclidean space) is aways
differentiable, then we say that the function is differentiable. See Example 14.2.4
and Exercise 14.64. Since we will only be interested at the linear approximations
of a manifold near a point, we only need the function to be defined near the point,
and f ◦ σ is differentiable at the point.

Let M be a differentiable manifold, and x0 ∈M . For any differentiable curve
γ at x0 (i.e., satisfying γ(0) = x0) and any differentiable function f at x0 (i.e.,
defined near x0), we introduce the pairing

〈γ, f〉 =
d

dt

∣∣∣∣
t=0

f(γ(t)). (14.3.1)

Definition 14.3.1. Let M be a differentiable manifold and x0 ∈M .

• Two differentiable curves γ1 and γ2 at x0 are equivalent if

〈γ1, f〉 = 〈γ2, f〉 for all differentiable functions f at x0.

The equivalence class of a curve γ is denoted [γ] and called a tangent vector.
All the equivalence classes [γ] form the tangent space Tx0

M of M at x0.

• Two differentiable functions f1 and f2 at x0 are equivalent if

〈γ, f1〉 = 〈γ, f2〉 for all differentiable curves γ at x0.

The equivalence class of a function f is denoted dx0
f = [f ] and called the

differential of f at x0. All the differentials dx0
f form the cotangent space

T ∗x0
M of M at x0.

It is easy to see that the equivalences in the definition are indeed equivalence
relations. Then the pairing (14.3.1) really means a pairing between equivalence
classes,

〈[γ], dx0
f〉 =

d

dt

∣∣∣∣
t=0

f(γ(t)) : Tx0M × T ∗x0
M → R. (14.3.2)
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For a tangent vector X = [γ] ∈ Tx0M and a cotangent vector ω = dx0f ∈ T ∗x0
M , we

also denote the pairing by

〈X,ω〉 = X(f) = ω(X).

The elements are called vectors because we will show that both Tx0
M and T ∗x0

M
are vectors spaces, and 〈X,ω〉 is a dual pairing between the two vector spaces. In
writing X(f), we mean the derivative of f in the direction of X. In writing ω(X),
we mean the linear functional ω evaluated at vector X.

We denote the equivalence class [f ] by dx0
f . Similarly, we really should denote

the equivalence class [γ] by the tangent vector γ′(0) of the curve. However, we
cannot use the notation γ′(0) until the concept of the derivative of differentiable
map between differentiable manifolds is introduced in Definition 14.4.2. Then the
notation γ′(0) will be explained in Example 14.4.3.

Tangent and Cotangent Vector Spaces

The vector space structure on the cotangent space T ∗x0
M can be easily defined by

the linear combination of functions

a[f ] + b[g] = [af + bg].

Using the differentials of functions, this can also be written as

dx0
(af + bg) = adx0

f + bdx0
g.

It follows easily from (14.3.1) that

〈γ, af + bg〉 = a〈γ, f〉+ b〈γ, g〉.

Since the right side depends only on the equivalence classes of f and g, this implies
that vector space structure on T ∗x0

M is well defined. This also implies that the
pairing is linear in the cotangent vector

〈X, aω + bρ〉 = a〈X,ω〉+ b〈X, ρ〉. (14.3.3)

Exercise 14.44. Prove that [fg] = f(x0)[g] + g(x0)[f ], or dx0(fg) = f(x0)dx0g+ g(x0)dx0f .

Exercise 14.45. Let λ(t) be a single variable function. Prove that [λ ◦ f ] = λ′(f(x0))[f ], or
dx0(λ ◦ f) = λ′(f(x0))dx0f .

The vector space structure for the tangent space Tx0M is more complicated
because it is not clear how to add two curves together (and still get a curve in M).
(The scalar multiplication can be achieved by changing γ(t) to γ(ct).) We need to
use charts to define the vector space structure on Tx0

M .
Let σ : U → M be a chart, and x0 = σ(~u0). The chart translates a curve γ

in M to a curve φ = σ−1 ◦ γ in U and translates a function f on M to a function
g = f ◦ σ on U . Then f(γ(t)) = g(φ(t)) and the pairing (14.3.1) is translated into

〈γ, f〉 =
d

dt

∣∣∣∣
t=0

g(φ(t)) = g′(~u0)(φ′(0)). (14.3.4)
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Here the second equality is the classical chain rule.
The translation suggests the following maps (the notations will be explained

in Section 14.4)

(σ−1)′(x0) : Tx0M → Rn, [γ] 7→ φ′(0) = (σ−1 ◦ γ)′(0);

σ′(~u0)∗ : T ∗x0
M → (Rn)∗, [f ] 7→ g′(0) = (f ◦ σ)′(0).

We will show that the maps are well-defined and are one-to-one correspondences.
We will use the first map to define the vector space structure of Tx0

M . We will
show that the second map is an isomorphism of vector spaces.

To show the maps are one-to-one correspondences, we find their inverse maps.
For a vector ~v ∈ Rn, the most natural curve at ~u0 in the direction of ~v is the
straight line φ(t) = ~u0 + t~v. The corresponding curve in M is γ(t) = σ(~u0 + t~v).
This suggests the possible inverse to (σ−1)′(x0)

σ′(~u0) : Rn → Tx0
M, ~v 7→ [σ(~u0 + t~v)].

On the other hand, a linear functional l ∈ (Rn)∗ is a function on Rn. The cor-
responding function on M is f = l ◦ σ−1. This suggests the possible inverse to
σ′(~u0)∗

(σ−1)′(x0)∗ : (Rn)∗ → T ∗x0
M, l 7→ [l ◦ σ−1].

Again the notations for the two maps will be explained in Section 14.4.

Proposition 14.3.2. Let σ : U → M be a chart, and x0 = σ(~u0). Then (σ−1)′(x0)
and σ′(~u0)∗ are well defined, and are invertible with respective inverse maps σ′(~u0)
and (σ−1)′(x0)∗. Moreover, σ′(~u0)∗ and (σ−1)′(x0)∗ give an isomorphism of vector
spaces.

Proof. The equality (14.3.4) implies that 〈γ1, f〉 = 〈γ2, f〉 for all f is the same as
g′(~u0)(φ′1(0)) = g′(~u0)(φ′2(0)) for all g. By choosing all possible g, g′(~u0) can be any
linear functional on Rn. So the values of any linear functional at φ′1(0) and φ′2(0)
are the same. This implies that φ′1(0) = φ′2(0) and proves that (σ−1)′(x0) is well
defined. Moreover, we note that φ′1(0) = φ′2(0) implies 〈γ1, f〉 = 〈γ2, f〉 for all f , so
that [γ1] = [γ2]. This means that the map (σ−1)′(x0) is injective.

The following shows that the composition (σ−1)′(x0) ◦ σ′(~u0) is the identity

~v ∈ Rn 7→ [σ(~u0 + t~v)] ∈ Tx0M

7→ (σ−1 ◦ σ(~u0 + t~v))′(0) = (~u0 + t~v)′(0) = ~v ∈ Rn.

Combined with the injectivity of (σ−1)′(x0), we conclude that (σ−1)′(x0) and σ′(~u0)
are inverse to each other.

By the similar argument, we can prove that σ′(~u0)∗ is well defined, and σ′(~u0)∗

and (σ−1)′(x0)∗ are inverse to each other. Moreover, the following shows that
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σ′(~u0)∗ is a linear transform

σ′(~u0)∗(a1[f1] + a2[f2]) = σ′(~u0)∗([a1f1 + a2f2])

= ((a1f1 + a2f2) ◦ σ)′(0)

= (a1(f1 ◦ σ) + a2(f2 ◦ σ))′(0)

= a1(f1 ◦ σ)′(0) + a2(f2 ◦ σ)′(0)

= a1σ
′(~u0)∗([f1]) + a2σ

′(~u0)∗([f2]).

The pair of invertible maps (σ−1)′(x0) and σ′(~u0) can be used to translate
the vector space structure on Rn to a vector space structure on Tx0

M . This means
that, for X,Y ∈ Tx0M , we write

X = σ′(~u0)(~v) = [σ(~u0 + t~v)], Y = σ′(~u0)(~w) = [σ(~u0 + t~v)], ~v, ~w ∈ Rn,

and then define

aX + bY = σ′(~u0)(a~v + b~w) = [σ(~u0 + t(a~v + b~w))].

Proposition 14.3.3. The vector space structure on Tx0
M is well defined, and (14.3.2)

is a dual pairing between Tx0M and T ∗x0
M .

Proof. By the vector space structure on Tx0
M being well defined, we mean the

structure is independent of the choice of chart. Let τ : V → M be another chart,
and x0 = τ(~v0). Then well defined means that the following composition should be
linear

Rn σ′(~u0)−−−−→ Tx0
M

(τ−1)′(x0)−−−−−−−→ Rn.
Let ϕ = τ−1 ◦ σ be the transition map between two charts. Then the composition

(τ−1)′(x0) ◦ σ′(~u0) : ~v ∈ Rn 7→ [σ(~u0 + t~v)] ∈ Tx0
M

7→ (τ−1 ◦ σ(~u0 + t~v))′(0) = ϕ′(~u0)(~v) ∈ Rn

is the derivative of the transition map and is therefore linear.
We already know that the pairing between Tx0

M and T ∗x0
M is linear in the

cotangent vector by (14.3.3). The following shows that the pairing is also linear in
the tangent vector

〈aX + bY, [f ]〉 =
d

dt

∣∣∣∣
t=0

g(~u0 + t(a~v + b~w))

= g′(~u0)(a~v + b~w) = ag′(~u0)(~v) + bg′(~u0)(~w)

= a
d

dt

∣∣∣∣
t=0

g(~u0 + t~v) + b
d

dt

∣∣∣∣
t=0

g(~u0 + t~w)

= a〈X, [f ]〉+ b〈Y, [f ]〉.

The definition of the equivalence classes [γ] and [f ] implies that the pairing is non-
singular (see Exercise 7.32). Therefore we get a dual pairing between Tx0

M and
T ∗x0

M .



576 Chapter 14. Manifold

Example 14.3.1. In Example 14.1.1, we explained that an open subset U ⊂ Rn is a mani-
fold, with an atlas given by the identity map chart U → U . The isomorphism between the
tangent space and Rn induced by the chart is

Rn → T~u0U, ~v 7→ [~u0 + t~v],

T~u0U → Rn, [γ] 7→ γ′(0).

This is consistent with our understanding of tangent vectors in Euclidean space. The
isomorphism between the cotangent space and (Rn)∗ induced by the chart is

(Rn)∗ → T ∗~u0
U, l 7→ [l],

T ∗~u0
U → (Rn)∗, [f ] 7→ f ′(~u0).

Example 14.3.2. For a submanifold M of RN , a chart σ : U → M is a regular param-
eterization (see Section 8.4). We view σ : Rn → RN as a differentiable map between
Euclidean spaces, and view a differentiable function on M as the restriction of a differ-
entiable function f on RN . Then the isomorphism σ′(~u0) : Rn → Tx0M sends ~v ∈ Rn to
X = [σ(~u0 + t~v)] ∈ T~x0M , and we have

X(f) =
d

dt

∣∣∣∣
t=0

(f(σ(~u0 + t~v))) = f ′(~x0)(σ′(~u0)(~v)).

Here the first equality is the definition of X(f), and the second equality is the usual chain
rule for maps between Euclidean spaces (see Example 8.2.5). In particular, σ′(~u0) : Rn →
RN on the right is not the isomorphism introduced before Proposition 14.3.2, and is the
derivative linear transform introduced in Section 8.1. Therefore f ′(~x0)(σ′(~u0)(~v)) is the
derivative of the multivariable function f (on RN ) in the direction of the vector σ′(~u0)(~v) ∈
RN . The equality above then identifies X ∈ T~x0M with σ′(~u0)(~v) ∈ RN , which leads to

T~x0M = image(σ′(~u0) : Rn → RN ).

This recovers the tangent space in (8.4.1).

Exercise 14.46. Directly verify that the maps in Example 14.3.1 are inverse to each other.

Exercise 14.47. In Proposition 14.3.2, prove that σ′(~u0)∗ is well defined, and σ′(~u0)∗ and
(σ−1)′(x0)∗ are inverse to each other.

Exercise 14.48. In Proposition 14.3.2, directly verify that (σ−1)′(x0)∗ is a linear transform.

Exercise 14.49. Suppose Xn ∈ Tx0M is a sequence of tangent vectors and fn is a sequence
of functions at x0. Use Exercise 7.24 to prove that, if X0 converges to X and dfn ∈ T ∗x0M
converges to df ∈ T ∗x0M , then limXn(fn) = X(f).

Exercise 14.50. Use Proposition 7.2.1 to prove the following.

1. A sequence of tangent vectors Xn ∈ Tx0M converges to X ∈ Tx0M if and only if
limXn(f) = X(f) for all differentiable functions f .

2. For a sequence of differentiable functions fn, the corresponding sequence of cotangent
vectors dx0fn ∈ T ∗x0M converges to dx0f ∈ T ∗x0M if and only if limX(fn) = X(f)
for all tangent vectors X.
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Exercise 14.51. Let Xt ∈ Tx0M be a curve in the tangent space. Use Proposition 7.2.1 and
Exercise 7.35 to prove that

d

dt

∣∣∣∣
t=0

Xt = Y ⇐⇒ d

dt

∣∣∣∣
t=0

Xt(f) = Y (f) for all f,

and ∫ b

a

Xtdt = Y ⇐⇒
∫ b

a

Xt(f)dt = Y (f) for all f.

Exercise 14.52. Let ft be a family of differentiable functions at x0. Then dx0ft ∈ T ∗x0M is
a curve in the cotangent space. Use Proposition 7.2.1 and Exercise 7.35 to prove that

d

dt

∣∣∣∣
t=0

dx0ft = dx0g ⇐⇒
d

dt

∣∣∣∣
t=0

X(ft) = X(g) for all X,

and ∫ b

a

(dx0ft)dt = dx0g ⇐⇒
∫ b

a

X(ft)dt = X(g) for all X.

Moreover, prove the following possible choice of g

d

dt

∣∣∣∣
t=0

dx0ft = dx0

(
d

dt

∣∣∣∣
t=0

ft

)
,

∫ b

a

(dx0ft)dt = dx0

(∫ b

a

ftdt

)
.

Exercise 14.53. Let Xt ∈ Tx0M be a curve in the tangent space, and let ft be a family of
differentiable functions at x0. Prove the Leibniz rule

d

dt

∣∣∣∣
t=0

Xt(ft) =

(
d

dt

∣∣∣∣
t=0

Xt

)
(f0) +X0

(
d

dt

∣∣∣∣
t=0

ft

)
.

Exercise 14.54. Prove that T(x0,y0)(M × N) = Tx0M ⊕ Ty0N and T ∗(x0,y0)(M × N) =
T ∗x0M ⊕ T

∗
y0N .

Bases of Tangent and Cotangent Spaces

Let σ : U →M be a chart around x0 = σ(~u0). A function f on M gives a function
f ◦σ on U , and a function g on U gives a function g ◦σ−1 on M . We will abuse the
notation and denote f◦σ by f and denote g◦σ−1 by g. In particular, the coordinates
ui are originally functions on U ⊂ Rn, and are also considered as functions on M .

The isomorphism σ′(~u0) : Rn → Tx0M translates the standard basis ~ei ∈ Rn
to a basis of the tangent space

∂ui = σ′(~u0)(~ei) = [σ(~u0 + t~ei)] ∈ Tx0
M.

By (14.3.4), the tangent vector ∂ui is simply the partial derivative

∂ui(f) = 〈∂ui , [f ]〉 =
d

dt

∣∣∣∣
t=0

(f(σ(~u0 + t~ei)) =
∂f

∂ui
.

Note that strictly speaking, the partial derivative is applied to f ◦ σ instead of f .
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The isomorphism (σ−1)′(x0)∗ : (Rn)∗ → T ∗x0
M translates the standard dual

basis ~e ∗i = ui ∈ (Rn)∗ to a basis of the cotangent space

dui = [ui ◦ σ−1] ∈ T ∗x0
M.

The two bases of Tx0M and T ∗x0
M are indeed dual to each other

〈∂ui , duj〉 =
∂uj
∂ui

= δij .

By (7.2.2), any tangent vector X ∈ Tx0
M has the following expression in

terms of the partial derivative basis

X = a1∂u1
+ a2∂u2

+ · · ·+ an∂un , ai = 〈X, dui〉 = X(ui). (14.3.5)

Similarly, any cotangent vector ω ∈ T ∗x0
M has the following expression

ω = a1du1 + a2du2 + · · ·+ andun, ai = 〈∂ui , ω〉 = ω(∂ui). (14.3.6)

For the special case ω = df , by 〈∂ui , df〉 = ∂uif = fui , we have

df = fu1du1 + fu2du2 + · · ·+ fundun. (14.3.7)

Example 14.3.3. In Example 14.3.2, for the special case ~v = ~ei, we have

σ′(~u0)(~ei) = σui(~u0).

The right side σui is the partial derivative of the map σ : Rn → RN in ui, used in Sections
13.2 and 13.3 for submanifolds of Euclidean spaces. The regularity of the parameterization
means that σu1 , σu2 , . . . , σun are linearly independent vectors that span the tangent space
T~x0M in (8.4.1) and Example 14.3.2.

The cotangent space T ∗~x0M may be identified with the linear functions on the

subspace T~x0M ⊂ RN . Therefore T ∗~x0M is spanned by the restrictions of the linear

functions dx1, dx2, . . . , dxN ∈ T ∗~x0R
N . Although these linear functions form a basis of

T ∗~x0R
N , their restrictions on T ∗~x0M may become linearly dependent. The cotangent vec-

tors dx1, dx2, . . . , dxN are used in Sections 13.1, 13.2, 13.3 for integrations on sub manifolds
in Euclidean spaces.

Exercise 14.55. Given two charts at x0 ∈ M , how are two corresponding bases of Tx0M
related? How about the two corresponding bases of T ∗x0M .

Exercise 14.56. For a sequence of differentiable functions fn, explain that the sequence
dx0fn ∈ T ∗x0M converges if and only if the first order partial derivatives of fn in a chart
converge.

Tangent and Cotangent Spaces at Boundary

Let σ : U →M be a chart around a boundary point x0 = σ(~u0) ∈ ∂M . This means
that U is an open subset of Rn+ and ~u0 ∈ U ∩Rn−1× 0. We may modify the pairing
(14.3.1) to

〈γ, f〉+ =
d

dt

∣∣∣∣
t=0+

f(γ(t)),
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for differentiable curves γ : [0, b)→M satisfying γ(0) = x0 and differentiable func-
tions f at x0 (i.e., f ◦ σ is the restriction of a differentiable function on an open
subset of Rn).

We may adopt Definition 14.3.1 to the modified pairing. Since the derivatives
of functions are determined by one sided derivatives, we still get the whole cotangent
vector space T ∗x0

M , together with the vector space structure given by a[f ] + b[g] =
[af + bg]. However, the equivalence classes [γ] form only the half tangent space
Tx0+M , consisting of those tangent vectors pointing toward M . Inside the half
tangent space is the tangent space of the boundary manifold

Tx0
∂M → Tx0+M : [γ : (a, b)→ ∂M ] 7→ [γ+ : [0, b)→ ∂M ].

Exercise 14.58 shows that the map is injective, so that we can think of Tx0∂M as a
subset of Tx0+M .

[0
,
b
)

(a
, 0

]

out

in

T−M

T+M T∂M

x0

M ∂M

Figure 14.3.1. Tangnet space at boundary of manifold

The other half tangent space Tx0−M , consisting of those tangent vectors
pointing away from M , can be similarly defined by taking differentiable curves
γ : (a, 0]→M satisfying γ(0) = x0 and using the modified pairing

〈γ, f〉− =
d

dt

∣∣∣∣
t=0−

f(γ(t)).

Adopting Definition 14.3.1 again, the equivalence classes [γ] form the half tangent
space Tx0−M , and we also have the injection

Tx0
∂M → Tx0−M : [γ : (a, b)→ ∂M ] 7→ [γ− : (a, 0]→ ∂M ].

Alternatively, for any differentiable curve γ : [0, b) → M , we reverse the direction
and define γ̄(t) = γ(−t) : (−b, 0] → M . Then we have 〈γ̄, f〉− = −〈γ, f〉+. This
means that we may define

Tx0−M = {X̄ : X ∈ Tx0+M}

as a copy of Tx0+M , and Tx0
∂M is considered as a subset of Tx0−M via

Tx0
∂M

−id−→ Tx0
∂M → Tx0+M → Tx0−M.
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The whole tangent space Tx0M may be obtained by glueing the two half
tangent spaces along the subset Tx0∂M . We also note that for functions defined on
open subsets of Rn, we have 〈γ, f1〉+ = 〈γ, f2〉+ for all γ : [0, b) → M if and only
if 〈γ, f1〉− = 〈γ, f2〉− for all γ : (a, 0] → M . This implies that applying Definition
14.3.1 to 〈γ, f〉− gives the same cotangent space T ∗x0

M as 〈γ, f〉+.

Proposition 14.3.4. The tangent and cotangent spaces Tx0
M and T ∗x0

M of a dif-
ferentiable manifold M at a boundary point x0 ∈ ∂M have natural vector space
structures, and Tx0

M and T ∗x0
M form a dual paring.

Proof. Similar to the proof of Proposition 14.3.2, we introduce

(σ−1)′(x0) : Tx0M → Rn,

{
[[0, b)

γ→M ] 7→ (σ−1 ◦ γ)′+(0),

[(a, 0]
γ→M ] 7→ (σ−1 ◦ γ)′−(0);

σ′(~u0) : Rn → Tx0
M, ~v 7→ [σ(~u0 + t~v)]

{
t ≥ 0, if ~v ∈ Rn+,
t ≤ 0, if ~v ∈ Rn−.

The maps for the cotangent space are the same as before. Then we verify that the
maps are well defined, inverse to each other, induce vector space structure, and give
dual pairing, similar to the proofs of Propositions 14.3.2 and 14.3.3.

Exercise 14.57. Suppose U is an open subset of Rn+ and ~u0 ∈ U ∩Rn−1× 0. Prove that the
following is equivalent for a function g on U .

1. g has linear approximation on U at ~u0.

2. g is the restriction of a function on an open subset of Rn that is differentiable at u0.

Exercise 14.58. Prove that the map Tx0∂M → Tx0+M is well defined and injective. This
means that the equivalence in Tx0∂M as tested by differentiable functions on ∂M is the
same as the equivalence in Tx0+M as tested by differentiable functions on M .

Exercise 14.59. Complete the proof of Proposition 14.3.4.

Exercise 14.60. Prove that T ∗x0∂M is naturally a quotient vector space of T ∗x0M . Moreover,
prove that the dual pairing between Tx0∂M and T ∗x0∂M is compatible with the dual pairing
between Tx0M and T ∗x0M , with respect to the inclusion Tx0∂M ⊂ Tx0M and the quotient
T ∗x0M → T ∗x0∂M .

14.4 Differentiable Map
Since manifolds are locally identified with (open subsets of) Euclidean spaces, many
aspects of the differentiation and integration can be carried out on manifolds. The
usual modus operandi is to use charts to pull whatever happens on the manifold
to the Euclidean space and then do the calculus on the Euclidean space. If we can
show that this is independent of the choice of charts, then what we have done is
really happening on the manifold itself. We have done this for the sequence limit,
the tangent and cotangent spaces, and the dual pairing between them.
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Differentiable Map

Definition 14.4.1. A map F : M → N between differentiable manifolds is differen-
tiable, if F is continuous and, for any charts σ : U →Mσ ⊂M and τ : V → Nτ ⊂ N
satisfying F (Mσ) ⊂ Nτ , the composition τ−1 ◦ F ◦ σ is differentiable.

The property F (Mσ) ⊂ Nτ is needed for the composition τ−1 ◦F ◦ σ to make
sense. Proposition 14.2.13 says that we can always arrange to have F (Mσ) ⊂ Nτ
everywhere.

If M and N are Cr-manifolds and the composition τ−1 ◦ F ◦ σ is r-th order
continuously differentiable, then we say F is r-th order differentiable, or a Cr-map.
The Cr requirement on M and N makes sure that the definition is independent of
the choice of Cr-compatible charts.

Exercise 14.61. Prove that the differentiability is independent of the choice of charts. More
specifically, prove that if τ−1 ◦ F ◦ σ is differentiable for one pair of charts σ and τ , then
τ̄−1 ◦ F ◦ σ̄ is differentiable on the overlapping for any other pair of charts σ̄ and τ̄ .

Exercise 14.62. Prove that composition of differentiable maps is differentiable.

Exercise 14.63. Prove that any chart σ : U →M is differentiable, and the inverse σ−1 : σ(U)→
U is also differentiable.

Exercise 14.64. Prove that a function f : M → R is differentiable if and only if for any
chart σ : U →M , the composition f ◦ σ is a differentiable function on U ⊂ Rn.

Exercise 14.65. Prove that a curve γ : (a, b) → M is differentiable if and only if for any
t ∈ (a, b) and any chart σ : U →M around γ(t0), there is δ > 0, such that γ(t− δ, t+ δ) ⊂
σ(U), and σ−1 ◦ γ : (t− δ, t+ δ)→ U ⊂ Rn is differentiable.

Exercise 14.66. Prove that under the set up in Exercise 14.43, the map F is differentiable
if and only if the composition τ−1

i ◦ F ◦ σi : Ui → Vi is differentiable for each i.

Exercise 14.67. For differentiable manifolds M and N , prove that the projection map M ×
N →M and the inclusion map M →M × y0 ⊂M ×N are differentiable.

For a map F : Rm → Rn, the derivative F ′(~x0) : Rm → Rn is the linear
transform in the first order term in the linear approximation of F

F (~x) = F (~x0) + F ′(~x0)(~x− ~x0) + o(~x− ~x0).

To extend to maps between differentiable manifolds, we also need to linearly ap-
proximate the manifolds by the tangent spaces. So the derivative of a differentiable
map F : M → N at x0 ∈M should be a linear transform F ′(x0) : Tx0M → TF (x0)N .

Definition 14.4.2. Let F : M → N be a differentiable map between differentiable
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manifolds. The derivative (or pushforward) of F is

F∗ = F ′(x0) : Tx0
M → TF (x0)N, [γ] 7→ [F ◦ γ].

The pullback of F is

F ∗ : T ∗F (x0)N → T ∗x0
M, [f ] 7→ [f ◦ F ].

The derivative F ′ is also called pushforward because it goes in the same di-
rection of F . Such behaviour is called covariant, and is often denoted by subscript
∗. The map F ∗ on cotangent vectors is called pullback because it goes in the op-
posite direction of F . Such behaviour is called contravariant, and is often denoted
by superscript ∗. The pullback can also be applied to differentiable functions on
manifolds because it is also contravariant

F ∗ : C1(N)→ C1(M), f 7→ f ◦ F.

This is a linear transform and actually an algebraic homomorphism. Then the
definition F ∗[f ] = [f ◦ F ] of pullback means

F ∗df = dF ∗f. (14.4.1)

For a tangent vector X ∈ Tx0
M and a differentiable function f at F (x0) ∈ N ,

the definition of the derivative means

F∗X(f) = F ′(x0)(X)(f) =
d

dt

∣∣∣∣
t=0

f(F ◦ γ(t))

=
d

dt

∣∣∣∣
t=0

(f ◦ F )(γ(t)) = X(f ◦ F ) = X(F ∗f). (14.4.2)

The first line happens on N , and the second line happens on M . The equality
implies that F∗ = F ′(x0) is well defined. For ω = df , the equality (14.4.2) can be
rephrased as

〈F∗X,ω〉 = 〈X,F ∗ω〉, X ∈ TM, ω ∈ T ∗N.
This shows exactly that F∗ and F ∗ form a dual pair of linear transforms.

Example 14.4.1. A chart σ : U → M around ~x0 = σ(u0) is differentiable. Its inverse
σ−1 : σ(U) → U is also differentiable. See Exercise 14.63. Then we get derivatives (or
pushforwards)

σ∗ = σ′(~u0) : T~u0U → Tx0M, (σ−1)∗ = (σ−1)′(x0) : Tx0M → T~u0U,

and pullbacks

σ∗ = σ′(~u0)∗ : T ∗x0M → T ∗~u0
U, (σ−1)∗ = (σ−1)′(x0)∗ : T ∗~u0

U → T ∗x0M.

Combined with the isomorphisms T~u0U
∼= Rn and T ∗~u0

U ∼= (Rn)∗ in Example 14.3.1, we
get

σ′(~u0) : Rn ∼= T~u0U → Tx0M, ~v 7→ [~u0 + t~v] 7→ [σ(~u0 + t~v)];

(σ−1)′(x0) : Tx0M → T~u0U
∼= Rn, [γ] 7→ [σ−1 ◦ γ] 7→ (σ−1 ◦ γ)′(0);

σ′(~u0)∗ : T ∗x0M → T ∗~u0
U ∼= (Rn)∗, [f ] 7→ [f ◦ σ] 7→ (f ◦ σ)′(~u0);

(σ−1)′(x0)∗ : (Rn)∗ ∼= T ∗~u0
U → T ∗x0M, l 7→ [l] 7→ [l ◦ σ−1].
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This explains the notations for the isomorphisms in Proposition 14.3.2.

Example 14.4.2. A function f : M → R is differentiable if and only if for any chart σ : U →
M , the composition f◦σ is differentiable. See Exercise 14.64. The derivative of the function
is a linear functional on the tangent space

f∗[γ] = f ′(x0)([γ]) = [f ◦ γ] = (f ◦ γ)′(0) : Tx0M → Tf(x0)R ∼= R.

Here the second equality is the definition of the derivative f ′(x0) : Tx0M → Tf(x0)R,
and the third equality is the isomorphism Tf(x0)R ∼= R in Example 14.3.1. By (14.3.2),
(f ◦ γ)′(0) is simply the pairing between the tangent vector X = [γ] and the cotangent
vector df = [f ]. Therefore the linear functional f∗ = f ′(x0) is exactly the differential
f ′(x0) = dx0f ∈ T ∗x0M .

Alternatively, the differentiable function induces a pullback f∗ : T ∗R→ T ∗x0M . The
standard basis in T ∗R is the differential dt of the identity linear functional t 7→ t : R→ R
(the standard basis of R∗). The pullback f∗ is determined by f∗dt = [(t 7→ t) ◦ f ] = [f ] =
df . Therefore the pullback f∗ is naturally identified with its differential df ∈ T ∗x0M .

Example 14.4.3. Let γ : (a, b) → M be a differentiable curve. See Exercise 14.65. The
derivative linear transform

γ′(t0) : R = Tt0(a, b) 7→ Tγ(t0)M

is determined by its value γ′(t0)(1) ∈ Tγ(t0)M at 1 ∈ R. We abuse the notation by simply
also use γ′(t0) to denote the tangent vector γ′(t0)(1) of the curve.

Note that 1 ∈ R corresponds to the equivalence class [t0 + t ·1] ∈ Tt0(a, b). Therefore
the tangent vector of the curve

γ′(t0) = γ′(t0)(1) = [γ(t0 + t)]at t=0 = [γ(t)]at t=t0 ∈ Tγ(t0)M

is exactly the equivalence class represented by the curve itself.

Exercise 14.68. Prove that the pullback of cotangent vectors is well defined. In other words,
[f ◦ F ] depends only on the equivalence class [f ].

Exercise 14.69. Formulate and prove the chain rules for the derivative and the pullback.

Exercise 14.70. Extend the discussion in Example 14.4.2 to vector valued functions f : M →
Rm.

Exercise 14.71. What is the pullback of a continuously differentiable curve γ : (a, b)→M?

Exercise 14.72. What is the derivative and the pullback of the diagonal map F (x) =
(x, x) : M →M ×M?

Exercise 14.73. Describe the derivatives and the pullbacks of the projection map M×N →
M and the inclusion map M →M × y0 ⊂M ×N .

Exercise 14.74. A submanifold M of RN has a natural inclusion map i : M → RN . Prove
that the tangent space defined in Section 8.4 is the image of the injective derivative map
i′(~x0) : T~x0M → T~x0R

N ∼= RN .



584 Chapter 14. Manifold

Exercise 14.75. Prove that the derivative of the map F (x, y, z) = (x2−y2, xy, xz, yz) : R3 →
R4 at (x, y, z) is injective as long as x 6= 0 or y 6= 0. Then prove that the derivative of the
restriction F̄ : S2 → R4 of F is always injective.

Differentiation in Charts

Let σ and τ be charts satisfying F (σ(U)) ⊂ τ(V ), and x0 = σ(~u0), F (x0) = τ(~v0).
Then the map τ−1 ◦ F ◦ σ : U ⊂ Rm → V ⊂ Rn is explicit expressions of the
coordinates (v1, v2, . . . , vn) of V as functions of the coordinates (u1, u2, . . . , um)
of U . The tangent spaces Tx0M and TF (x0)N have bases {∂u1 , ∂u2 , . . . , ∂um} and
{∂v1 , ∂v2 , . . . , ∂vn}, and we have

F∗∂ui = ai1∂v1 + ai2∂v2 + · · ·+ ain∂vn .

By (14.3.5), the coefficients are

aij = F∗∂ui(vj) = ∂ui(vj ◦ F ) =
∂vj
∂ui

.

Therefore

F∗∂u1
=
∂v1

∂u1
∂v1 +

∂v2

∂u1
∂v2 + · · ·+ ∂vn

∂u1
∂vn ,

F∗∂u2
=
∂v1

∂u2
∂v1 +

∂v2

∂u2
∂v2 + · · ·+ ∂vn

∂u2
∂vn ,

...

F∗∂um =
∂v1

∂um
∂v1 +

∂v2

∂um
∂vn + · · ·+ ∂vn

∂um
∂vn .

The coefficients form the Jacobian matrix of the map τ−1 ◦ F ◦ σ.

Example 14.4.4. In Example 14.2.5, we find the explicit formula for the canonical map
F (~x) = [~x] : Sn → RPn

τ−1
0 ◦ F ◦ σ0(~u) =

~u√
1− ‖~u‖22

: U → V

in terms of two charts of Sn and RPn. Taking ~u = ~u0 + t~v, we get

τ−1
0 ◦ F ◦ σ0(~u) =

~u0 + t~v√
1− ‖~u0 + t~v‖22

= (~u0 + t~v)
[
1− ‖~u0‖2 − 2(~u0 · ~v)t+ o(t)

]− 1
2

= (~u0 + t~v)
(
1− ‖~u0‖2

)− 1
2

[
1− 2

~u0 · ~v
1− ‖~u0‖2

t+ o(t)

]− 1
2

=
~u0√

1− ‖~u0‖22
+

1√
1− ‖~u0‖22

[
~v +

~u0 · ~v
1− ‖~u0‖2

~u0

]
t+ o(t).
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Therefore the explicit formula for the derivative is

(τ−1
0 ◦ F ◦ σ0)′(~u0)(~v) =

1√
1− ‖~u0‖22

[
~v +

~u0 · ~v
1− ‖~u0‖2

~u0

]
.

The derivative is the identity at ~u0 = ~0, and is the following at ~u0 6= ~0

(τ−1
0 ◦ F ◦ σ0)′(~u0)(~v) =


~v√

1− ‖~u0‖22
, if ~v ⊥ ~u0,

~v

(
√

1− ‖~u0‖22)3
, if ~v ‖ ~u0.

Similar charts σi and τi can be found for xi > 0 and for xi 6= 0, as well as for xi < 0
and for xi 6= 0. The differentiations can also be calculated.

Example 14.4.5. Let F (ξ) = 2ξ : Sn1
2
→ Sn be the scaling map from the sphere of radius

1

2
to the unit sphere. The stereographic projections in Example 14.1.3 give an atlas for

Sn1
2
. Let ξ = (η, z), with η ∈ Rn and z ∈ R. Since the triangles Nξ~v and Sξ~u are similar

at the ratio of ‖~v‖ : ‖~u‖, we get

‖η‖
‖~u‖ =

‖~v‖
‖~u‖+ ‖~v‖ , z =

1

2

‖~u‖
‖~u‖+ ‖~v‖ −

1

2

‖~v‖
‖~u‖+ ‖~v‖ =

1

2

‖~u‖ − ‖~v‖
‖~u‖+ ‖~v‖ .

Then by η parallel to ~v and ‖~u‖‖~v‖ = 1, we get

η =
‖~u‖‖~v‖
‖~u‖+ ‖~v‖

~v

‖~v‖ =
~v

1 + ‖~v‖2 , z =
1

2

1− ‖~v‖2

1 + ‖~v‖2 , 2ξ =
(2~v, 1− ‖~v‖2)

1 + ‖~v‖2 .

On the other hand, the upper half unit sphere has a chart

σ0(~w) =
(
~w,
√

1− ‖~w‖2
)

: {~w ∈ Rn : ‖~w‖ < 1} → Sn.

Then we have

σ−1
0 ◦ F ◦ σS(~v) =

2~v

1 + ‖~v‖2 : {~v ∈ Rn : ‖~v‖ < 1} → {~w ∈ Rn : ‖~w‖ < 1}.

Taking ~v = ~v0 + t~a, we get

σ−1
0 ◦ F ◦ σS(~v) =

2(~v0 + t~a)

1 + ‖~v0 + t~a‖2

=
2(~v0 + t~a)

1 + ‖~v0‖2 + 2(~v0 · ~a)t+ o(t)

=
2(~v0 + t~a)

1 + ‖~v0‖2

[
1− 2

~v0 · ~a
1 + ‖~v0‖2

t+ o(t)

]
=

2~v0

1 + ‖~v0‖2
+

2

1 + ‖~v0‖2

[
~a− 2

~v0 · ~a
1 + ‖~v0‖2

~v0

]
t+ o(t).

The derivative is

(σ−1
0 ◦ F ◦ σS)′(~v0)(~a) =


2

1 + ‖~v0‖2
~a, if ~a ⊥ ~v0,

2(1− ‖~v0‖2)

(1 + ‖~v0‖2)2
~a, if ~a ‖ ~v0.
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Exercise 14.76. Given charts of M and N , the cotangent spaces T ∗M and T ∗N have bases
dui and dvj . Find the explicit formula for the pullback in terms of the bases.

Exercise 14.77. Show that the obvious map M → S1 : (z, v) 7→ z from the open Möbius
band in Example 14.1.4 to the circle is differentiable. Moreover, construct the obvious
inclusion map S1 →M and show that it is differentiable.

Exercise 14.78. For the Möbius band in Example 14.1.9, construct the obvious map M →
S1 and two maps S1 → M , one being similar to the one in Exercise 14.77, and the other
being the boundary of the Möbius band. Show that all three maps are differentiable.

Exercise 14.79. Show that the canonical map S2n+1 → CPn is differentiable and find the
derivative in terms of suitable charts.

Exercise 14.80. By thinking of real numbers as complex numbers, we have the map RPn →
CPn. Show that the map is injective and differentiable.

Diffeomorphism

Definition 14.4.3. A diffeomorphism between differentiable manifolds is an invert-
ible map F : M → N , such that both F and F−1 are differentiable.

Given the diffeomorphism F , whatever differentiation or integration on M
can be translated by F to differentiation or integration on N , and vice versa. In
particular, calculus on M is equivalent to calculus on N .

Example 14.4.6. For a a continuously differentiable map F : U ⊂ Rn → RN−n, its graph

ΓF = {(~x, F (~x)) : ~x ∈ U} ⊂ RN

is a manifold. The maps

U → ΓF : ~x 7→ (~x, F (~x)), ΓF → U : (~x, ~y) 7→ ~x

are inverse to each other and are continuously differentiable. Therefore ΓF and U are
diffeomorphic.

In general, Exercise 14.63 says that if σ : U → M is a chart covering the whole
manifold M : σ(U) = M , then σ is a diffeomorphism between U and M .

Example 14.4.7. The sphere of half radius in Example 14.1.3 and the complex projective
space CP 1 in Example 14.1.6 are covered by two charts, with transition maps

ϕNS(u, v) =
(u, v)

u2 + v2
, ϕ10(u, v) =

(u,−v)

u2 + v2
: R2 − (0, 0)→ R2 − (0, 0).

The transitions become the same if we modify σN (u, v) to σN (u,−v). This suggests that
S2 and CP 1 are diffeomorphic. See Exercise 14.8.

Specifically, denote vectors (u, v) ∈ R2 by complex numbers w = u + iv ∈ C. Then
the modification (u, v) 7→ (u,−v) means taking the complex conjugation w̄ of w. According
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to the calculation in Example 14.4.5, the sphere S2 ⊂ C×R of unit radius is given by the
following modified stereographic projection charts

σ̃S(w) = 2σS(w) =
(2w, 1− |w|2)

1 + |w|2 , σ̃N (w) = 2σN (w̄) =
(2w, |w|2 − 1)

|w|2 + 1
.

Then the transition ϕ̃NS = σ̃−1
N ◦ σ̃S(w) =

1

w
is equal to the transition ϕ10(w) =

1

w
, and

the diffeomorphism F : CP 1 → S2 should be given by F (σ0(w)) = σ̃S(w) and F (σ1(w)) =
σ̃N (w̄). This means

F ([1, w]) =
(2w, 1− |w|2)

1 + |w|2 , F ([w, 1]) =
(2w̄, |w|2 − 1)

|w|2 + 1
,

or

F ([w0, w1]) =
(2w̄0w1, |w0|2 − |w1|2)

|w0|2 + |w1|2
: CP 1 → S2 ⊂ C× R.

By (σ̃−1
S ◦ F ◦ σ0)(w) = w and (σ̃−1

N ◦ F ◦ σ1)(w) = w, both F and F−1 are differentiable.
Roughly speaking, the identification of S2 and CP 1 is given by

S2 ∼= C ∪∞ → CP 1 : w 7→ [w, 1], ∞ 7→ [1, 0],

and

CP 1 → C ∪∞ ∼= S2 : [w0, w1] 7→ w1

w0
, [0, w1] 7→ ∞.

Here ∞ is the south pole, and C is regarded as a subset of S2 through the stereographic
projection σ̃S . The formulae we derived above make the idea rigorous.

Exercise 14.81. Show that the circle S1 and the real projective space RP 1 are diffeomorphic.
See Exercise 14.7.

Local Diffeomorphism

Definition 14.4.4. A differentiable map F : M → N is a local diffeomorphism if for
any F (x) = y, there is an open neighbourhood B of x, such that F (B) is an open
neighbourhood of y, and F : B → F (B) is a diffeomorphism.

The Inverse Function Theorem (Theorem 8.3.1) says that the invertibility of
a map between open subsets of Rn can be locally detected by the invertibility of its
linear approximation. By using the charts to translate maps between manifolds to
this special case, we get the manifold version of the Inverse Function Theorem.

Theorem 14.4.5 (Inverse Function Theorem). A continuously differentiable map be-
tween differentiable manifolds is a local diffeomorphism if and only if its derivative
is invertible everywhere.

Example 14.4.8. The map F (θ) = (cos θ, sin θ) : R→ S1 is not a diffeomorphism because
it sends infinitely many θ to the same point on the circle. However, if 0 < δ < π, then for
any θ, the map F : (θ−δ, θ+δ) is a diffeomorphism. Therefore F is a local diffeomorphism.
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Example 14.4.9. In Example 14.2.5, we find the explicit formula for the canonical map
F (~x) = [~x] : Sn → RPn in terms of one pair of charts. In Example 14.4.4, we further
calculated the derivative of the explicit formula and find that the derivative is invertible.
Therefore the map is a local diffeomorphism at least on the related chart. Similar compu-
tation shows that the map is a local diffeomorphism on all the other charts. Therefore F
is a local homeomorphism.

In fact, F is a two-to-one map because two unit length vectors ~x and ~y span the
same 1-dimensional subspace if and only if ~x = ±~y. If we restrict to the chart σ0, which is
the half sphere with x0 > 0, then the explicit formula for τ−1

0 ◦ F ◦ σ0 in Example 14.4.4
is a full diffeomorphism between the charts σ0 and τ0. This explicitly shows that F is a
local diffeomorphism on σ0. The same happens to the other charts.

Exercise 14.82. Prove that the map F : S1 → S1 that sends angle θ to 5θ is a local diffeo-
morphism. What about sending θ to π − 3θ?

Exercise 14.83. Construct a local diffeomorphism from the open Möbius band in Example
14.1.4 to itself, such that z(θ) goes to z(3θ). Moreover, construct a local diffeomorphism
from the cylinder S1 × R to the open Möbius band, such that z(θ) goes to z(2θ).

Exercise 14.84. Prove that an invertible local diffeomorphism is a diffeomorphism.

Exercise 14.85. The map F̄ : S2 → R4 in Exercise 14.75 satisfies F̄ (−~x) = F̄ (~x) and there-
fore induces a map G[~x] = F̄ (~x) : RP 2 → R4. Prove that the derivative of G is always
injective.

14.5 Orientation
A differentiable manifold has a tangent vector space at every point. An orientation
of the manifold is a compatible choice of one orientation for each tangent space.
The compatibility comes from the following isomorphism between tangent spaces
at nearby points. For any x0, let σ : U → M be a chart around x0 = σ(~u0). Then
for each x = σ(~u), we have isomorphism

σ′(~u) ◦ σ′(~u0)−1 : Tx0
M

σ′(~u0)←−−−−∼= Rn σ′(~u)−−−→∼= TxM. (14.5.1)

The compatibility means that the isomorphism translates the orientation of Tx0
M

to the orientation of TxM .

Definition 14.5.1. An orientation of a differentiable manifold M is a choice of an
orientation ox of the tangent space TxM for each x ∈ M satisfying the following
compatibility condition: For any x0, there is a chart σ : U → M around x0, such
that for every x = σ(~u), the isomorphism (14.5.1) translates the orientation ox0

to
the orientation ox. A differentiable manifold is orientable if it has an orientation.
Otherwise it is non-orientable.

The compatibility condition should be independent of charts. Suppose τ : V →
M is another chart containing x0 = τ(~v0). By shrinking σ(U) and τ(V ) (i.e.,
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restricting σ and τ to smaller open subsets) to the connected component of σ(U)∩
τ(V ) containing x0, we may assume that σ(U) = τ(V ), and U and V are connected.
Now we compare the isomorphisms (14.5.1) for the two charts

TxM
τ ′(~v)←−−−∼= Rn τ ′(~v0)−−−−→∼= Tx0

M
σ′(~u0)←−−−−∼= Rn σ′(~u)−−−→∼= TxM.

Let ϕ = σ−1 ◦ τ be the transition between the two charts. By Exercise 7.60, we get

det(σ′(~u) ◦ σ′(~u0)−1 ◦ τ ′(~v0) ◦ τ ′(~v)−1)

= det(σ′(~u0)−1 ◦ τ ′(~v0) ◦ τ ′(~v)−1 ◦ σ′(~u))

= det(ϕ′(~u0) ◦ ϕ′(~u)
−1

) = (detϕ′(~u0))(detϕ′(~u))−1.

Since this is a continuous non-vanishing function on connected U , and takes value
1 at ~u = ~u0, by Proposition 6.2.4, it is positive throughout U . This implies that if
σ translates ox0

to ox, then τ also translates ox0
to ox. Therefore the translation of

orientation at x0 to nearby x is independent of the charts, as long as x lies in the
connected component of the overlapping containing x0.

Exercise 14.86. Suppose three points x, y, z are contained in a chart σ, and ox, oy, oz are
orientations at the three points. Prove that if σ translates ox to oy and oy to oz, then σ
translates ox to oz.

Exercise 14.87. Prove that if a chart translates ox to oy, then it translates −ox to −oy,
and translates oy to ox.

Exercise 14.88. Suppose M is an oriented manifold. Prove that the choices −ox also give
an orientation of M . We usually denote the manifold with −ox orientation by −M .

Exercise 14.89. Prove that any open subset of an orientable manifold is orientable.

Exercise 14.90. Suppose M and N are oriented. Construct the product orientation on
M × N by using Exercises 7.81 and 14.54, and then prove that M × N is also oriented.
Conversely, if M ×N is orientable, must M and N be orientable?

Exercise 14.91. Prove that if M and N are oriented manifolds, then the product orientation
satisfies M ×N = (−1)mnN ×M , m = dimM , n = dimN .

Translation of Orientation Along Curve

Suppose ox0
is an orientation at one point x0 ∈ M . Suppose γ : [0, 1] → M is

a continuous path starting at γ(0) = x0. For each t ∈ [0, 1], there is an interval
(t − δt, t + δt) and a chart σt : Ut → M , such that γ(t − δt, t + δt) ⊂ σ(Ut). Here,
γ(t) = γ(0) for t < 0 and γ(t) = γ(1) for t > 1. The bounded closed interval [0, 1] is
covered by open intervals (t−δt, t+δt), t ∈ [0, 1]. By Heine-Borel Theorem (Theorem
1.5.6) and changing notations, we get [0, 1] ⊂ (a0, b0)∪ (a1, b1)∪ · · · ∪ (ak, bk), such
that each segment γ(ai, bi) is contained in a chart σi : Ui →M . Moreover, we may
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assume the intervals are arranged in “ascending order”, in the sense that there is a
partition 1 = t0 < t1 < · · · < tk = b, such that ti ∈ (ai−1, bi−1) ∩ (ai, bi).

x0 x1

x2

xkTx0M

Tx1M

TxkM

σ0
σ1

σk

Figure 14.5.1. Translation of orientation along a curve

We may use σ0 to translate the orientation ox0
at x0 = γ(t0) to an orientation

ox1
at x1 = γ(t1). Then may use σ1 to translate the orientation ox1

to an orientation
ox2 at x2 = γ(t2). Keep going, we get an orientation oxk at xk = γ(1) at the end.

To see that the translation from ox0 to oxk is unique, we compare two partitions
and the corresponding sequences of charts. By using the common refinement, we
may assume that one partition is a refinement of another. Then the problem is
reduced to comparing the translation of an orientation at xi−1 to an orientation
at xi by using one chart σi, and the translation by following a sequence xi−1 =
y0, y1, . . . , yl = xi and using a sequence of charts τ0, τ1, . . . , τl from the refinement.
Since the curve segment between yj−1 and yj is connected and is therefore contained
in the connected component of the overlapping between σi and τj , the translation
of an orientation from yj−1 to yj by using τj is the same as the translation by using
σi. Therefore we may assume that all τj are equal to σi. Then by Exercise 14.86,
it is easy to see that the two translations are the same.

Exercise 14.92. Extend Exercises 14.86 and 14.87 to the translation along a curve.

Suppose M is a connected manifold, and an orientation ox0
is fixed. For any

x ∈M , there is a curve γ connecting x0 to x, and we may translate ox0 along γ to an
orientation ox at x. Like the integral of 1-form along a curve, the problem is whether
the translation depends on the choice of γ. If the translation does not depend on
the choice, then we get a well defined orientation ox at each point x ∈ M . The
use of translation in constructing the orientations ox implies that the compatibility
condition is satisfied. Therefore the orientation ox0

at one point determines an
orientation of M .

In general, a manifold is orientable if and only if each connected component is
orientable. Moreover, an orientation is determined by the choice of an orientation
at one point of each connected component.

It is easy to see that the translation along two curves give different orientations
at the end if and only if the translation of an orientation o along a loop (a curve



14.5. Orientation 591

starting and ending at the same point) gives the negative orientation −o. This is
equivalent to the non-orientability of the manifold, and is also equivalent to that
the manifold contains (Möbius band)× Rn−1 as an open subset.

Orientation Compatible Atlas

Suppose M is an oriented manifold. A chart σ : U → M is orientation compatible
if the isomorphism σ′(~u) : Rn → TxM always translates the standard orientation of
Rn to the orientation ox of TxM . In other words, ox is given by the standard basis
{∂u1

, ∂u2
, . . . , ∂un} of TxM .

An atlas is orientation compatible if all its charts are orientation compatible.
Suppose σ and τ are two charts in such an atlas, and x = σ(~u) = τ(~v) is a point in
the overlapping. Then both isomorphisms

σ′(~u) : Rn ∼= TxM, τ ′(~v) : Rn ∼= TxM,

translate the standard orientation of Rn to the same orientation ox of TxM . This
implies that the composition τ ′(~v)−1 ◦ σ′(~u) = ϕ′(~u) preserves the orientation of
TxM . This means that the derivative of the transition map has positive determi-
nant. The property is used for defining the integral of 2-forms in (13.2.6).

Proposition 14.5.2. A differentiable manifold is orientable if and only if there is
an atlas, such that the determinants of the derivatives of the transition maps are
all positive.

Proof. Suppose M has an orientation given by ox for every x ∈ M . Then for any
x0, there is a chart σ : U → Rn containing x0 = σ(~u0), such that the isomorphism
(14.5.1) translates ox0

to ox for any x = σ(~u), ~u ∈ U . If σ′(~u0) translates the
standard orientation o of Rn to ox0 , then this implies that σ′(~u) translates o to ox.
If σ′(~u0) translates the negative −o of sthe tandard orientation of Rn to ox0 , then
for the modified chart

τ = σ ◦ J−1 : J(U)→M, J(u1, u2, . . . , un) = (−u1, u2, . . . , un),

τ ′(J(~u0)) translates the standard orientation o to ox0
. The same argument as

before shows that τ ′(J(~u)) translates o to ox. We conclude that either σ or σ ◦
J is an orientation compatible chart. This proves that every point is contained
in an orientation compatible chart. Combining these charts together, we get an
orientation compatible atlas. As argued before the proposition, the derivatives of
the transition maps in this atlas have positive determinants.

Conversely, suppose there is an atlas {σi}, such that the derivatives of all
the transition maps have positive determinants. For any x ∈ M , take a chart
σi containing x and define the orientation ox to be the translation of o via the
isomorphism σ′i(~u) : Rn ∼= TxM , x = σi(~u). Since detϕ′ji > 0, the transition
maps preserve orientations, so that ox is independent of the choice of chart. The
construction of ox also implies that the compatibility condition in Definition 14.5.1
is satisfied. Therefore we get an orientation for M .
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Example 14.5.1. The tangent space of S1 at a point is 1-dimensional, and its orientation
is given by one basis vector. Therefore an orientation of S1 is given by a nonzero tangent
field. An example is to choose the tangent vector at ~x ∈ S1 to be the counterclockwise
rotation R(~x) of ~x by 90 degrees.

To verify the compatibility condition, we cover the unit circle by two charts

σ0(θ) = (cos θ, sin θ) : (0, 2π)→ S1, σ1(θ) = (cos θ, sin θ) : (−π, π)→ S1.

The derivative isomorphism of the first chart is

R
σ′0(θ)
−−−→
∼=

T~xS
1 : 1 7→ (− sin θ, cos θ) = R(~x), ~x = σ0(θ).

Therefore the derivative translates the standard orientation (given by the basis 1 of R)
to the orientation of T~xS

1 (given by the basis R(~x) of T~xS
1). The same happens to the

chart σ1. This verifies the compatibility, and also shows that the charts are orientation
compatible.

We may also choose charts

σ0(θ) = (cos θ, sin θ) : (0, 2π)→ S1, σ1(θ) = (sin θ, cos θ) : (0, 2π)→ S1.

The transition map has two parts

ϕ10(θ) =


π

2
− θ :

(
0,
π

2

)
→
(

0,
π

2

)
,

5π

2
− θ :

(π
2
, 2π
)
→
(π

2
, 2π
)
,

and ϕ′10 = −1 < 0 on both parts. However, the negative sign does not mean the circle is
not orientable. It only means that we need to compose the σ1 with J(θ) = −θ to get new
σ1

σ1(θ) = (sin(−θ), cos(−θ)) = (− sin θ, cos θ) : (−2π, 0)→ S1.

Then the derivative of the transition between the two charts is +1.
Similar situation happened in Example 13.2.7, where we carefully choose the order

of variables in the parameterizations, to make sure that all the pieces give the same normal
vector, and the derivatives of the transition maps have positive determinants.

Example 14.5.2. Consider the open Möbius band in Example 14.1.4. The transition map
has two parts, with det(ϕ+

10)′ = 1 and det(ϕ−10)′ = −1. Unlike Example 14.5.1, no ad-
justment of the orientation for the charts can make the determinant positive everywhere.
Specifically, since the charts are connected, if we change the orientation for σ1, then we
will only get det(ϕ+

10)′ negative and det(ϕ−10)′ positive. The problem is that any adjust-
ment will change both signs simultaneously, and therefore cannot make both positive. The
Möbius band is not orientable.

Example 14.5.3. The real projective space RP 2 in Example 14.1.5 is covered by three
connected charts σi, i = 0, 1, 2. The transition maps are

ϕ10(u, v) =

(
1

u
,
v

u

)
, ϕ20(u, v) =

(
1

v
,
u

v

)
, ϕ21(u, v) =

(
u

v
,

1

v

)
.

We have

detϕ′10 = − 1

u3
, detϕ′20 =

1

v3
, detϕ′21 = − 1

v3
.

In fact, each transition map is broken into two parts, and detϕ′ji have different signs on
the two parts. Similar to Example 14.5.2, the real projective space RP 2 is not orientable.
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Exercise 14.93. Show that the sphere Sn is orientable.

Exercise 14.94. Show that the real projective space RPn in Example 14.1.5 is orientable if
and only if n is odd.

Exercise 14.95. Show that the complex projective space CPn in Example 14.1.6 is always
orientable.

Exercise 14.96. Is the Klein bottle in Exercise 14.11 orientable?

Exercise 14.97. Prove that the special linear group SL(2) in Exercise 8.67 is orientable
by finding an atlas so that the determinants of the derivatives of the transition maps are
positive.

Exercise 14.98. Show that the mapping torus in Exercise 14.12 is orientable if and only if
detL > 0.

Orientation of Manifold with Boundary

Definition 14.5.1 of orientation of manifold can be directly applied to manifold with
boundary. All the discussions, including the local translation of orientation, the
translation of orientation along curves, most of Proposition 14.5.2, and the remark
after the proposition, are still valid. The only problem is that, at boundary points,
the charts in Proposition 14.5.2 cannot be restricted to open subsets of the upper
half space Rn+. For example, the atlas given in Example 14.1.7 for M = [0, 1]
satisfies detϕ′21 = −1 < 0, while the interval should be orientable. However, if we
insist that U1 and U2 must be of the form [0, a), then it will necessarily follow that
ϕ21 is a decreasing function and therefore has negative determinant.

The technical reason for the problem is that, in proving Proposition 14.5.2,
we need to sometimes reverse the orientation of open subsets of Rn by composing
with J . Since J takes open subsets of Rn+ to open subsets of Rn+ only if n > 1,
our problem occurs only for 1-dimensional manifold with boundary. So we have the
following modified version of Proposition 14.5.2.

Proposition 14.5.3. A manifold with boundary is orientable if and only if there is
an atlas, in which the domain of each chart is an open subset of either Rn or Rn+,
such that the determinants of the derivatives of the transition maps are all positive.
In case the manifold is 1-dimensional, we may also need to use open subsets of
R− = (−∞, 0] for the charts.

In Green’s Theorem, Stokes’ Theorem and Gauss’ Theorem in Sections 13.4,
13.5 and 13.6, the orientation of the boundary is defined by using the outward
normal vector. In general, at a boundary point x0 of M , we may define an outward
vector to be any vector (see Figure 14.3.1)

~nout = [γ : (a, 0]→M, γ(0) = x0] 6∈ Tx0
∂M.
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Note that the manifold M may not carry an inner product, so that we cannot talk
about outward normal vector in general. Consequently, the outward vector is not
necessarily unique. Still, we may define the orientation of the boundary using the
earlier idea.

Definition 14.5.4. An orientation of a manifold M with boundary induces an ori-
entation on ∂M , by requiring that an ordered basis {X1, X2, . . . , Xn−1} of Tx∂M
gives the induced orientation if the ordered basis {~nout, X1, X2, . . . , Xn−1} of TxM
gives the orientation of M .

There are two things we need to do to justify the definition. The first is
the choices of the outward vector and the ordered basis {X1, X2, . . . , Xn−1}. By
Proposition 14.3.4 and the subsequent discussion, for a chart σ : U ⊂ Rn+ → M
around x0 ∈ ∂M , we have an invertible map

(σ−1)′(x0) : (Tx0
M ;Tx0+M,Tx0−M,Tx0

∂M)→ (Rn;Rn+,Rn−,Rn−1 × 0). (14.5.2)

The outward vector simply means that ~nout ∈ Tx0−M − Tx0
∂M . This is equivalent

to that
(σ−1)′(x0)(~nout) ∈ Rn− − Rn−1 × 0

has negative last coordinate (~nout)n < 0. Since any two vectors ~w1, ~w2 ∈ Rn− −
Rn−1 × 0 are related by

~w1 = λ~w2 + ~v, λ > 0, ~v ∈ Rn−1 × 0,

we see that any two outward vectors ~n1, ~n2 are related by

~n1 = λ~n2 +X, λ > 0, X ∈ Tx0
∂M.

Then two choices {~n1, X1, X2, . . . , Xn−1} and {~n2, Y1, Y2, . . . , Yn−1} are related by
the matrix 

λ ∗ ∗ · · · ∗
0 a11 a12 · · · a1(n−1)

0 a21 a22 · · · a2(n−1)

...
...

...
...

0 a(n−1)1 a(n−1)2 · · · a(n−1)(n−1)

 =

(
λ ∗
0 A

)
.

Here A is the matrix between {X1, X2, . . . , Xn−1} and {Y1, Y2, . . . , Yn−1}. By

det

(
λ ∗
0 A

)
= λ detA,

and λ > 0, we see that {~n1, X1, X2, . . . , Xn−1} and {~n2, Y1, Y2, . . . , Yn−1} give the
same orientation if and only if {X1, X2, . . . , Xn−1} and {Y1, Y2, . . . , Yn−1} give the
same orientation.

The second is to verify that the induced orientation on the boundary satisfies
the compatibility condition in Definition 14.5.1. It is sufficient to show that σ′(~u) ◦
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σ′(~u0)−1 takes an outward vector at x0 to an outward vector at x. Since within
one chart, we have the correspondence (14.5.2) of the pieces of the tangent space
at every point in the chart, we have

Tx0−M − Tx0
∂M = σ′(~u0)(Rn− − Rn−1 × 0),

Tx−M − Tx∂M = σ′(~u)(Rn− − Rn−1 × 0).

Therefore the isomorphism σ′(~u) ◦ σ′(~u0)−1 preserves the outward vector.
Now we find orientation compatible charts for the boundary. Suppose σ : U ⊂

Rn+ →M is an orientation compatible chart around x0 ∈ ∂M . Then the restriction

τ = σ|Rn−1×0 : V = U ∩ Rn−1 × 0→ ∂M

is a chart of the boundary. Let {X1, X2, . . . , Xn−1} be an ordered basis of Tx0
∂M .

Then (σ−1)′(x0)(Xi) = ((τ−1)′(x0)(Xi), 0) ∈ Rn−1×0, and the requirement in Def-
inition 14.5.4 is that (σ−1)′(x0) translates {~nout, X1, X2, . . . , Xn−1} to a positively
oriented basis in Rn. This means that

det

(
∗ (τ−1)′(X1) (τ−1)′(X2) · · · (τ−1)′(Xn−1)

(~nout)n 0 0 · · · 0

)
> 0.

Since (~nout)n < 0, we get

(−1)n det((τ−1)′(X1) (τ−1)′(X2) · · · (τ−1)′(Xn−1)) > 0.

This implies that the chart τ is (−1)n-compatibly oriented. In other words, if {σi} is
an orientation compatible atlas of M , then for even n, {σi|Rn−1×0} is an orientation
compatible atlas of ∂M , and for odd n, {σi|Rn−1×0 ◦J} is an orientation compatible
atlas of ∂M .

Example 14.5.4. Consider the modified atlas for M = [0, 1]

σ1(t) = t : U1 = [0, 1)→M1 = [0, 1) ⊂M,

σ2(t) = 1 + t : U2 = (−1, 0]→M2 = (0, 1] ⊂M,

that gives the orientation of M . The orientation on the 0-dimensional manifold ∂M =
{0, 1} simply assigns ± to the points. At 0 ∈ ∂M , we note that nout = −1 for U1, which is
opposite to the orientation of [0, 1]. Therefore we correct this by assigning − to the point
0. At 1 ∈ ∂M , we note that nout = 1 for U2, which is the same as the orientation of [0, 1].
Therefore we keep this by assigning + to the point 1. The boundary ∂M = {0, 1} has the
compatible orientation that assigns − to 0 and + to 1.

Example 14.5.5. Let f be a continuously differentiable function on an open subset U ⊂
Rn−1. Then the part of Rn over the graph of f

M = {(~u, z) : z ≥ f(~u)} ⊂ Rn

is a manifold with boundary, and the boundary ∂M is the graph of f . The standard
orientation of Rn restricts to an orientation on M .
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We have a natural diffeomorphism

σ(~u, t) = (~u, t+ f(~u)) : U × [0,+∞)→M,

that can be regarded as a chart covering the whole M . Since the derivative

σ′(~u0, t0)(~v, s) = (~v, s+ f ′(~u0)(~v)) : T(~u0,t0)(U × [0,+∞)) ∼= Rn → T~x0M
∼= Rn

has determinant 1, the chart is compatible with the orientation of M . The restriction of
the chart to the boundary

τ(~u) = (~u, f(~u)) : U → ∂M

is then (−1)n-compatible with the induced orientation on the graph of f . This accounts
for the sign (−1)n in (13.6.2) for the integration along the bottom piece.

For the orientation used in the integration along the top piece used in (13.6.1), we
need to consider the part of Rn below the graph of f

M = {(~u, z) : z ≤ f(~u)} ⊂ Rn.

The chart should be changed to

σ(~u, t) = (~u,−t+ f(~u)) : U × [0,+∞)→M,

and its derivative has determinant −1. Therefore restriction of the chart to the boundary

τ(~u) = (~u, f(~u)) : U → ∂M

is (−1)n−1-compatible with the induced orientation on the graph of f . This matches the
sign (−1)n−1 in (13.6.1).

Exercise 14.99. In Example 14.5.5, the last coordinate is a function of the first n − 1
coordinates. If the last coordinate is changed to the i-th coordinate, how is the restriction
of σ to Rn−1 × 0 compatible with the induced orientation on ∂M?

Exercise 14.100. Suppose σ : U →M is an orientation compatible chart around x0 ∈ ∂M ,
where U is an open subset of the lower half space

Rn− = {(x1, x2, . . . , xn−1, xn) : xn ≤ 0}.

How is the restriction of σ to Rn−1 × 0 compatible with the induced orientation on ∂M?
Then use such a chart to explain the sign (−1)n−1 in (13.6.1).

Exercise 14.101. The sphere Sn is the boundary of the unit ball Bn+1, which inherits the
standard orientation of Rn+1. Describe the induced orientation on the sphere.

Exercise 14.102. Suppose M and N are orientable manifolds with boundary. Prove that
∂(M ×N) = ∂M ×N ∪ (−1)mM × ∂N , m = dimM .
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15.1 Tangent Field
In this chapter, we always assume that manifolds, functions, maps, and whatever
quantities on manifolds are continuously differentiable of sufficiently high order.

A tangent field on a manifold M assigns a tangent vector X(x) ∈ TxM to each
point x ∈M . For a function f on M , X(f) is again function on M , with the value
at x obtained by applying X(x) to the function f

X(f)(x) = X(x)(f).

Flow

A flow is a time dependent movement. Suppose the point x ∈ M is at its original
location at time t = 0 and moves to ξ(x, t) at time t. Then the flow is described by
a map

ξ(x, t) : M × [0,+∞)→M, ξ(x, 0) = x.

The condition ξ(x, 0) = x means the initial position of the point. The range [0,+∞)
for the time t may be too optimistic, because flows often cannot last forever. On
the other hand, it is often convenient to allow negative time. For example, if we
reset time t0 to be the initial time, then the flow is really defined for t ≥ −t0. In
the subsequent discussion, we will assume that t ∈ (−δ, δ), and δ may depend on x.

For fixed t, the map ξt : M →M defined by ξt(x) = ξ(x, t) can be considered
as the movement from the original positions at time t. For fixed x, the curve
ξx : (−δ, δ) → M defined by ξx(t) = ξ(x, t) can be considered as the track of the
movement of a point x. Either viewpoint is useful for understanding flows.

Example 15.1.1. The rightward movement of the plane at constant speed v is given by

ξ((x, y), t) = (x+ vt, y) : R2 × [0,+∞)→ R2.

The movement ξt at time t shifts the whole plane rightward by distance vt. The track
ξ(x,y) is the horizontal line of height y.

If we restrict the flow to the unit disk U = {(x, y) : x2 + y2 < 1}, then ξ((x, y), t)
is defined only when it lies inside U . This means that, for fixed (x, y) ∈ U , ξ((x, y), t) is

defined only for t ∈
(

1
v

(−
√

1− y2 + x), 1
v

(
√

1− y2 + x)
)

.

Example 15.1.2. The rotation of the plane around the origin at constant angular speed v
is given by

ξ((x, y), t) = (x cos vt− y sin vt, x sin vt+ y cos vt) : R2 × [0,+∞)→ R2.

The movement ξt at time t rotates the whole plane by angle vt. The track ξ(x,y) is a circle
entered at the origin.

Our usual perception of the flow is the velocity
∂ξ

∂t
. Since the velocity is

measured at the location ξ(x, t) of x at time t, not the original location x at t = 0,
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the corresponding velocity tangent field X satisfies

X(ξ(x, t), t) =
∂ξ

∂t
(x, t).

If the map ξt is invertible for every t, then the velocity tangent field at time t is

Xt(x) = X(x, t) =
∂ξ

∂t
((ξt)

−1
(x), t).

Conversely, suppose Xt(x) = X(x, t) is a (perhaps time dependent) tangent
field. Then we may recover the flow ξ(x, t) by solving

∂ξ

∂t
(x, t) = X(ξ(x, t), t), ξ(x, 0) = x. (15.1.1)

For each fixed x, this is an initial value problem for an ordinary differential equation
in t. The solution is the track ξx(t) of the movement of the point x in the flow.
By the theory of ordinary differential equation, if the tangent field satisfies the
Lipschitz condition (a consequence of continuous differentiability, for example), then
the equation has unique solution for t ∈ (−δ, δ) for some small δ that may depend
on x.

Definition 15.1.1. Suppose X(x, t) is a (perhaps time dependent) tangent field on
a manifold M . The flow induced by the tangent field is a map ξ(x, t) ∈M defined
for x ∈ M and small t, such that (15.1.1) holds. If ξ is defined for all t ∈ R, then
the flow is complete.

Example 15.1.3. The rotation of the plane around the origin in Example 15.1.2 has

∂ξ

∂t
((x, y), t) = (−vx sin vt− vy cos vt, vx cos vt− vy sin vt).

Since this is the tangent field X at ξ((x, y), t), or

∂ξ

∂t
((x, y), t) = X(x cos vt− y sin vt, x sin vt+ y cos vt),

we get
X(x, y) = (−vy, vx).

Conversely, given the tangent field X(x, y) = (−vy, vx), the corresponding flow
ξ((x, y), t) = (f((x, y), t), g((x, y), t)) can be found by solving the initial value problem

∂f

∂t
= −vg, ∂g

∂t
= vf, f = x and g = y at t = 0.

Eliminating g, we get
∂2f

∂t2
+ v2f = 0.

The solution is f = A cos vt + B sin vt. Substituting into the original equation, we get
g = A sin vt − B cos vt. Then the initial values of f and g imply A = x,B = −y, so that
f = x cos vt− y sin vt and g = x sin vt+ y cos vt.
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Example 15.1.4. On the unit sphere S2, consider the tangent field at ~x = (x, y, z) ∈ S2

that points “upward” and has length
√

1− z2. In Figure 15.1.1, we have

~u =
(x, y, 0)√

1− z2
, ~v = (0, 0, 1), z = sin θ.

Therefore

X(x, y, z) =
√

1− z2(−~u sin θ + ~v cos θ) = (−xz,−yz, 1− z2).

z

y

x

~x

X

~x

X

~u

~v

θ

Figure 15.1.1. Flow from south to north.

The corresponding flow is expected to go vertically from the south pole (0, 0,−1) to
the north pole (0, 0, 1). The flow ξ((x, y, z), t) = (f, g, h) can be solved from

∂f

∂t
= −fh, ∂g

∂t
= −gh, ∂h

∂t
= 1− h2, (f, g, h)t=0 = (x, y, z).

We get

h =
(z + 1)e2t + z − 1

(z + 1)e2t − z + 1
, f = xe−

∫ t
0 h, g = ye−

∫ t
0 h.

A simpler description of the flow ξ is based on the observation that the flow is
contained in the half great arc from the south pole to the north pole. Each half great arc
is parameterised by θ ∈ I = [−π

2
, π

2
], and the flow in the half great arc may be translated

to a flow ξ(θ, t) in the interval I. The tangent field is translated to X(θ) =
√

1− z2 = cos θ
on the interval, and the flow can be obtained by solving

∂ξ

∂t
= cos ξ, ξ(θ, 0) = θ.

The solution ξ satisfies
sin ξ + 1

sin ξ − 1
=

sin θ + 1

sin θ − 1
e2t,

from which we can get the formula for ξ.

Exercise 15.1. Describe the tangent field of the flow.

1. X is the rotation of S2 around the (north, south) axis at angular velocity v.

2. X moves any point (x0, y0) on R2 along the curve y − y0 = (x− x0)2 such that the
speed in the y-direction is 1.

Exercise 15.2. Find the flow for the tangent field.
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1. X = ~a is a constant vector filed on Rn.

2. X = ~a+ t~b on Rn.

3. X = (x,−y) on R2.

Exercise 15.3. Let F : M → N be a map. We say that (time independent) tangent fields
X on M and Y on N are F -related if YF (x) = F∗Xx for all x ∈ M . Prove that the flows
ξt and ηt of X and Y are also related by ηt(F (x)) = F (ξt(x)). In particular, this means
that diffeomorphisms preserve flows of corresponding tangent fields.

Flow Diffeomorphism

A flow moves a point x from its location x1 = ξ(x, t1) at time t1 to its location
x2 = ξ(x, t2) at time t2. This suggests a map

ξt1→t2(x1) = x2 : M →M

that describes the movement of the location at time t1 to the location at time t2.
The immediate problem with the map is whether it is well defined, because we do
not know whether x1 can be equal to ξ(x, t1) for two different x. So we alternatively
define ξt1→t2 by solving the initial value problem (the initial time is t1)

dγ(t)

dt
= X(γ(t), t), γ(t1) = x1,

and then evaluating at t2 to get x2 = γ(t2). The process does not make use of x
and gives a well defined map ξt1→t2 .

Although our intuition of the flow may implicitly require t1 < t2, the theory
of ordinary differential equation allows t to be earlier than the initial time. This
means that ξt1→t2 is also defined for t1 > t2. Moreover, since our earlier flow ξt has
initial time t = 0, we have ξt = ξ0→t.

Let x1, x2, x3 be the location of x at time t1, t2, t3. Then

ξt2→t3(ξt1→t2(x1)) = x3 = ξt1→t3(x1).

This reflects the intuition that moving the locations of x from time t1 to t3 is the
same as first moving from time t1 to t2 and then moving from time t2 to t3. The
equality means

ξt2→t3 ◦ ξt1→t2 = ξt1→t3 . (15.1.2)

The equality can be rigorously proved by the uniqueness of the solutions of ordinary
differential equations with initial conditions.

By the definition of ξt1→t2 , the map ξt1→t1 is the identity. By taking t3 = t1
in (15.1.2), we find that the map ξt1→t2 is invertible, with ξt2→t1 as the inverse.
Then we further get ξt1→t2 = ξ0→t2 ◦ ξt1→0 = ξt2 ◦ (ξt1)−1.

Theorem 15.1.2. The flow of a tangent field is a diffeomorphism between locations
of points at any two moments.
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The diffeomorphism in Examples 15.1.3 is the rotation of the plane to itself.
The diffeomorphism in Example 15.1.4 moves the horizontal circles up to different
levels. The tangent fields in the two examples are time independent, in the sense
that X depends only on the location x and not on the time t. In this case, the
initial value problem (15.1.1) becomes

∂ξ

∂t
(x, t) = X(ξ(x, t)), ξ(x, 0) = x.

This implies that γ(t) = ξ(x, t− t1) = ξt−t1(x) is the solution of the following initial
value problem

dγ(t)

dt
= X(γ(t)), γ(t1) = x.

Therefore we conclude that ξt1→t2(x) = γ(t2) = ξt2−t1(x), and the equality (15.1.2)
becomes

ξs+t = ξs ◦ ξt for time independent flow.

Since ξ0 is the identity map, we also know that ξ−t is the inverse of ξt.

15.2 Differential Form
The exterior algebra of the cotangent space T ∗x0

M is

ΛT ∗x0
M = Λ0T ∗x0

M ⊕ Λ1T ∗x0
M ⊕ Λ2T ∗x0

M ⊕ · · · ⊕ ΛnT ∗x0
M.

Since T ∗x0
M is the dual of Tx0

M , a vector (called k-vector) in ΛkT ∗x0
M is a multi-

linear alternating function on tangent vectors. In particular, we have

df1 ∧ · · · ∧ dfk(X1, . . . , Xk) = det(dfi(Xj)) = det(Xj(fi)).

A map F : M → N induces the pullback linear transform F ∗ : T ∗F (x0)N →
T ∗x0

M , which further induces an algebra homomorphism F ∗ : ΛT ∗F (x0)N → ΛT ∗x0
M .

In terms of multilinear alternating functions of tangent vectors, the pullback is

F ∗ω(X1, . . . , Xk) = ω(F∗X1, . . . , F∗Xk), Xi ∈ Tx0M.

Exercise 15.4. Extend Exercise 14.52. Let ωt ∈ ΛkT ∗x0M be a curve of k-vectors at x0.
Prove that

d

dt

∣∣∣∣
t=0

ωt = ρ ⇐⇒ d

dt

∣∣∣∣
t=0

ωt(X1, . . . , Xk) = ρ(X1, . . . , Xk) for all Xi ∈ Tx0M,

and ∫ b

a

ωtdt = ρ ⇐⇒
∫ b

a

ωt(X1, . . . , Xk)dt = ρ(X1, . . . , Xk) for all Xi ∈ Tx0M.
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Exercise 15.5. Extend Exercise 14.53. Let X1t, . . . , Xkt ∈ Tx0M be curves of tangent
vectors at x0, and let ωt ∈ ΛkT ∗x0M be a curve of k-vectors at x0. Prove the Leibniz rule

d

dt

∣∣∣∣
t=0

(ωt(X1t, . . . , Xkt)) =

(
d

dt

∣∣∣∣
t=0

ωt

)
(X10, . . . , Xk0)

+

k∑
j=1

ω0

(
X1t, . . . ,

dXjt
dt

, . . . , Xkt

)∣∣∣∣
t=0

.

Exercise 15.6. Let X1t, . . . , Xkt ∈ Tx0M be curves of tangent vectors at x0. Prove that for
any ω ∈ ΛkT ∗x0M , we have∫ b

a

ω(X1t, . . . , Xkt)dt = ω

(∫ b

a

X1t ∧ · · · ∧Xktdt
)

This partially extends the second part of Exercise 14.51.

Differential Form

A differential k-form on M assigns a k-vector ω(x) ∈ ΛkT ∗xM to each x ∈ M . A
0-form is simply a function on the manifold. A 1-form is a cotangent field. For
example, any function f gives a 1-form df . The collection of all k-forms on M
is denoted ΩkM . By the vector space structure on ΛkT ∗xM , we may take linear
combinations of differential forms ω, ρ ∈ ΩkM with functions f, g as coefficients

(fω + gρ)(x) = f(x)ω(x) + g(x)ρ(x).

We also have the wedge product of differential forms

(ω ∧ ρ)(x) = ω(x) ∧ ρ(x) : ΩkM × ΩlM → Ωk+lM,

and the wedge product is graded commutative

ρ ∧ ω = (−1)klω ∧ ρ for ω ∈ ΩkM and ρ ∈ ΩlM.

Therefore ΩM = ⊕nk=0ΩkM is a graded commutative algebra over the commutative
ring Cr(M) = Ω0M of functions. Since any k-form is locally a sum of gdf1∧· · ·∧dfk,
the algebra ΩM is locally generated by functions f and their differentials df .

A map F : M → N induces the pullback of differential forms

F ∗ : ΩkN → ΩkM.

For f ∈ Ω0N , we have F ∗f = f ◦ F . We also have F ∗df = d(f ◦ F ) = dF ∗f by
(14.4.1). Since the pullback is an algebra homomorphism, we get

F ∗(gdf1 ∧ · · · ∧ dfk) = (F ∗g)(F ∗df1) ∧ · · · ∧ (F ∗dfk)

= (g ◦ F ) d(f1 ◦ F ) ∧ · · · ∧ d(fk ◦ F ). (15.2.1)

Example 15.2.1. For a 1-form ω = f1(~x)dx1 + · · · + fn(~x)dxn on Rn and a curve γ(t) =
(x1(t), . . . , xn(t)) : (a, b)→ Rn, the pullback (or restriction) of the 1-form to the curve is

γ∗ω = f1(γ(t))dx1(t) + · · ·+ fn(γ(t))dxn(t) = [f1(γ(t))x′1(t) + · · ·+ fn(γ(t))x′n(t)]dt.
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Example 15.2.2. Let ω = f(x, y, z)dy∧dz+g(x, y, z)dz∧dx+h(x, y, z)dx∧dy be a 2-form
on R3. Let σ(u, v) = (x(u, v), y(u, v), z(u, v)) : U → S ⊂ R3 be a parameterisation of a
surface S in R3. The pullback (or restriction) of f(x, y, z)dy ∧ dz to the surface is

σ∗(f(x, y, z)dy ∧ dz) = f(σ(u, v))dy(u, v) ∧ dz(u, v)

= f(σ(u, v))(yudu+ yvdv) ∧ (zudu+ zvdv)

= f(σ(u, v))(yuzvdu ∧ dv + yvzudv ∧ du)

= f(σ(u, v))
∂(y, z)

∂(u, v)
du ∧ dv.

The pullback of the 2-form to the surface is

σ∗ω =

(
f(σ(u, v))

∂(y, z)

∂(u, v)
+ g(σ(u, v))

∂(z, x)

∂(u, v)
+ h(σ(u, v))

∂(x, y)

∂(u, v)

)
du ∧ dv.

This is the same as the calculation leading to the integral (13.2.4) of 2-form on a surface
in R3.

Example 15.2.3. Let σ : U → M and τ : V → M be two charts of an n-dimensional
manifold. An n-form ω has local expressions in terms of the coordinates in the charts

ω = gdu1 ∧ · · · ∧ dun = hdv1 ∧ · · · ∧ dvn,

where g and h are functions. If we regard g as a function on U , then gdu1 ∧ · · · ∧ dun is
actually the pullback σ∗ω. On the other hand, we can also consider g and u1, . . . , un as
functions on σ(U) ⊂M , so that gdu1 ∧ · · · ∧ dun is the differential form ω on M .

The transition map ϕ = τ−1 ◦ σ is simply coordinates of V expressed as functions
of coordinates of U : vi = vi(u1, . . . , un). Then by (14.3.7), we have

dvi =
∂vi
∂u1

+ · · ·+ ∂vi
∂un

.

Then by (7.3.3) (also see Exercise 7.56), we get

dv1 ∧ · · · ∧ dvn = (detϕ′)du1 ∧ · · · ∧ dun, ϕ′ =
∂(v1, . . . , vn)

∂(u1, . . . , un)
.

This implies g = h detϕ′.

Exercise 15.7. The spherical coordinate gives a map

F (r, θ, φ) = (r cosφ cos θ, r cosφ sin θ, r sinφ).

1. Compute the pullback of dx, dx ∧ dy and z2dx ∧ dy ∧ dz.
2. Find the differential form in x, y, z that pulls back to dθ.

Exercise 15.8. Compute the pullback of a 2-form
∑
i<j fijdxi∧dxj to a surface in Rn. The

result should be related to the integral (13.2.6) of 2-form on a surface in Rn. Then find
the pullback of the differential form corresponding to the integral (13.3.2) of k-form on a
k-dimensional submanifold in Rn.

Exercise 15.9. Extend Example 15.2.3 to the relation between the expressions of a differ-
ential k-form on two charts.
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Exterior Derivative

The exterior derivative is a derivative operation on differential forms that extends
the differential of functions.

Definition 15.2.1. The exterior derivative is a map d : ΩkM → Ωk+1M satisfying
the following properties.

1. d is a derivation on the graded algebra ΩM .

2. df = [f ] ∈ T ∗M is the usual differential of function, and d(df) = 0.

Recall that ΩM = ⊕nk=0ΩkM is a graded algebra. In general, a graded algebra
A = ⊕Ak over R is defined as an algebra, such that the linear combination (with
R-coefficient) of elements in Ak lies in Ak, and the product of elements in Ak and
Al lies in Ak+l. The first condition in Definition 15.2.1 means the following.

Definition 15.2.2. A derivation of degree p on a graded algebra A = ⊕Ak over R
is a linear map D : A→ A, such that D maps Ak to Ak+p and satisfies the Leibniz
rule

D(ab) = (Da)b+ (−1)pka(Db), a ∈ Ak, b ∈ Al.

Although ΩM is actually a graded commutative algebra over Cr(M), we ignore
the graded commutativity and the function coefficient when we say that the exterior
derivative is a derivation. The Leibniz rule means

d(ω ∧ ρ) = dω ∧ ρ+ (−1)kω ∧ dρ for ω ∈ ΩkM and ρ ∈ ΩlM.

By d(df) = 0, the Leibniz rule implies

d(gdf1 ∧ · · · ∧ dfk) = dg ∧ df1 ∧ · · · ∧ dfk. (15.2.2)

This shows that it is uniquely determined by the two properties in Definition 15.2.1.
In fact, we have the following general result.

Proposition 15.2.3. Suppose a graded algebra A is generated by homogeneous ele-
ments ai ∈ Aki . If D1 and D2 are two derivations on A satisfying D1(ai) = D2(ai)
for all ai, then D1 = D2 on the whole A.

The generators mean that any element of A is a linear combination of products
of generators. The differential forms ΩM is generated by functions f and differen-
tials df of functions. The Leibniz rule reduces the calculation of the derivation of
the element to the derivations of the generators. The proposition then follows.

Proposition 15.2.4. For any F : M → N and ω ∈ ΩN , we have F ∗dω = dF ∗ω.

The proposition extends (14.4.1). For ω = gdf1 ∧ · · · ∧ dfk, the proposition is
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obtained by combining (15.2.1) and (15.2.2)

F ∗dω = dF ∗ω = d(g ◦ F ) ∧ d(f1 ◦ F ) ∧ · · · ∧ d(fk ◦ F ).

Proposition 15.2.5. For any ω ∈ ΩM , we have d2ω = 0.

This extends the property d(df) = 0 in the definition. For ω = gdf1∧· · ·∧dfk,
the proposition is easily obtained by applying the formula (15.2.2) twice.

Exercise 15.10. Prove that the exterior derivative is a local operator: If ω = ρ near x, then
dω = dρ near x.

Exercise 15.11. Prove that the linear combination of derivations of the same degree is still
a derivation. In fact, we can use the ring coefficients in the linear combinations. This
means that if D is a derivation on ΩM and f is a function, then fD is also a derivation.

Exercise 15.12. Let D : A → A be a linear map of degree p. Explain that to verify the
Leibniz rule, it is sufficient to verify for the case that a and b are products of generators.
In fact, it is sufficient to verify for the case that a is a generator and b is a product of
generators.

Although we calculated the exterior derivative and showed its properties, we
have yet to establish its existence.

Any chart σ : U →M gives a standard basis of ΩkM , and we may express any
k-form in terms of the standard basis in the unique way

ω =
∑

ai1...ikdui1 ∧ · · · ∧ duik ,

with functions ai1...ik on σ(U) as coefficients. Then we use the calculation (15.2.2)
to define

dω =
∑

dai1...ik ∧ dui1 ∧ · · · ∧ duik (15.2.3)

Here the operator d on the left is what we try to establish, and dai1...ik = [ai1...ik ]
and duip = [uip ] are the usual differentials of functions. For k = 0, the definition
simply means df on the left is the usual differential. The following verifies d(df) = 0

d(df) = d

(
∂f

∂u1
du1 + · · ·+ ∂f

∂un
dun

)
= d

(
∂f

∂u1

)
∧ du1 + · · ·+ d

(
∂f

∂un

)
∧ dun

=

(∑
i

∂2f

∂ui∂u1
dui

)
∧ du1 + · · ·+

(∑
i

∂2f

∂ui∂un
dui

)
∧ dun

=
∑
i<j

(
∂2f

∂ui∂uj
− ∂2f

∂uj∂ui

)
dui ∧ duj = 0.
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We note that the formula (15.2.3) remains valid even if i1, . . . , ik is not in ascending
order, or has repeated index. Then for ω = fdui1∧· · ·∧duik and ρ = gduj1∧· · ·∧dujl ,
the following verifies the Leibniz rule

d(ω ∧ ρ) = d(fgdui1 ∧ · · · ∧ duik ∧ duj1 ∧ · · · ∧ dujl)
= d(fg) ∧ dui1 ∧ · · · ∧ duik ∧ duj1 ∧ · · · ∧ dujl
= (gdf + fdg) ∧ dui1 ∧ · · · ∧ duik ∧ duj1 ∧ · · · ∧ dujl
= df ∧ dui1 ∧ · · · ∧ duik ∧ gduj1 ∧ · · · ∧ dujl

+ (−1)kfdui1 ∧ · · · ∧ duik ∧ dg ∧ duj1 ∧ · · · ∧ dujl
= dω ∧ ρ+ (−1)kω ∧ dρ.

This completes the verification that the operation dω defined by the local formula
(15.2.3) satisfies the two properties in Definition 15.2.1 and therefore gives an ex-
terior derivative on σ(U).

For the global existence of the exterior derivative, it remains to explain that
the formula (15.2.3) is independent of the choice of charts. Let dσ be the exte-
rior derivative on σ(U) given by (15.2.3). Let dτ be the exterior derivative on
another chart τ(V ) given by a formula similar to (15.2.3). Then both dσ and dτ
are derivations on Ω(σ(U)∩ τ(V )), such that dσf = dτf is the usual differential df
of functions, and dσ(df) = dτ (df) = 0. By Proposition 15.2.3, therefore, the two
exterior derivatives are equal on the overlapping.

Exterior Derivative on Euclidean Space

We identify the exterior derivative on Euclidean space by using the identification

ΩkRn = ⊕1≤i1<···<ik≤nC
r(Rn)dxi1 ∧ · · · ∧ dxik ∼= Cr(Rn)(

n
k).

The first differential Cr(Rn) ∼= Ω0Rn d→ Ω1Rn ∼= Cr(Rn)n is given by

df =
∂f

∂x1
dx1 + · · ·+ ∂f

∂xn
dxn ↔

(
∂f

∂x1
, . . . ,

∂f

∂xn

)
= ∇f.

This is the gradient of function. The last differential Cr(Rn)n ∼= Ωn−1Rn d→
ΩnRn ∼= Cr(Rn) is given by

(f1, . . . , fn)↔ ω =
∑

fidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn

7→ dω =

(
∂f1

∂x1
− ∂f2

∂x2
+ · · ·+ (−1)n−1 ∂fn

∂xn

)
dx1 ∧ · · · ∧ dxn

↔ ∂f1

∂x1
− ∂f2

∂x2
+ · · ·+ (−1)n−1 ∂fn

∂xn
.



608 Chapter 15. Field on Manifold

To identify this with more familiar operation, we make use of the Hodge dual

operator and consider Ω1Rn ?→ Ωn−1Rn d→ ΩnRn

(f1, . . . , fn)↔ ω = f1dx1 + · · ·+ fndxn

7→ ω? =
∑

(−1)i−1fidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn

7→ d(ω?) =

(
∂f1

∂x1
+
∂f2

∂x2
+ · · ·+ ∂fn

∂xn

)
dx1 ∧ · · · ∧ dxn

↔ ∂f1

∂x1
+
∂f2

∂x2
+ · · ·+ ∂fn

∂xn
= ∇ · (f1, . . . , fn).

This is the divergence of field.
On R1, both the gradient and the divergence are the same derivative operation

df(x) = f ′(x)dx : Ω0R→ Ω1R.
On R2, the differential df = fxdx + fydy ↔ (fx, fy) : Ω0R2 → Ω1R2 is natu-

rally identified with the gradient. The differential d(fdx + gdy) = (−fy + gx)dx ∧
dy : Ω1R2 → Ω2R2 (note that f is f2 and g is f1) is naturally identified with the
divergence only after the transformation fdx+gdy 7→ fdy−gdx by the Hodge dual
operator.

On R3, there are two differentials

Ω0R3 d→ Ω1R3 d→ Ω2R3 d→ Ω3R3.

The first one is the gradient, and the third one is the divergence up to the Hodge
dual operation. So we use the Hodge dual operation to replace Ω2R3 by Ω1R3

Ω0R3 d→
grad

Ω1R3 ?−1d→ Ω1R3 d?→
div

Ω3R3.

In general, we have ?−1 = ±?, and the sign is always positive for odd dimensional
vector space. Therefore ?−1d = ?d, and has the following explicit formula

(f, g, h)↔ ω = fdx+ gdy + hdz

7→ dω = (hy − gz)dy ∧ dz + (hx − fz)dx ∧ dz + (gx − fy)dx ∧ dy
7→ (dω)? = (hy − gz)dx+ (fz − hx)dy + (gx − fy)dz

↔ (hy − gz, fz − hx, gx − fy) = ∇× (f, g, h).

This is the curl of field.

Exercise 15.13. Compute ω ∧ ω, dω, dθ, ω ∧ θ, dω ∧ ω, ω ∧ dθ, and d(ω ∧ θ).
1. ω = yzdx+ x2dz, θ = z2dx+ x2dy.

2. ω = xydx+ (x+ y)dy, θ = dx ∧ dy + yz2dx ∧ dz + xz2dy ∧ dz.

Exercise 15.14. What is the meaning of d2 = 0 in terms of the gradient, the curl, and the
divergence?

Exercise 15.15. Identify the exterior derivatives on R4.

Exercise 15.16. Find the explicit formula for the Laplacian operator ∆f = (d(df)?)?.
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15.3 Lie Derivative
Let X a time independent tangent field on a manifold M . Let ξ be the flow
associated to X. By moving the points of M , the flow also moves anything on
the manifold. For example, a function f(x) on M is moved to a new function
ξt
∗
f(x) = f(ξt(x)), and the move satisfies ξs∗(ξt

∗
f) = ξs+t

∗
f . The change of

function caused by the flow can be measured by the derivative

d

dt

∣∣∣∣
t=0

ξt
∗
f(x) =

d

dt

∣∣∣∣
t=0

f(ξt(x)) = X(f)(x).

In the second equality, we used the fact that for fixed x, the equivalence class of the
curve ξt(x) is exactly the tangent vector X(x). What we get is the Lie derivative
of a function f along a tangent field X

LXf = X(f). (15.3.1)

Lie Derivative of Tangent Field

Let Y be another (time independent) tangent field. The flow ξ moves Y by applying
the pushforward36 ξ−t∗ : Tξt(x)M → TxM . Here we keep track of the locations of
tangent vectors, and a tangent vector at x is obtained by using ξ−t to push a tangent
vector at ξt(x). This means

ξ−t∗ Y (x) = ξ−t∗ (Y (ξt(x))) ∈ TxM. (15.3.2)

For fixed x, ξ−t∗ Y (x) is a curve in the vector space TxM , and the change of tangent
field Y caused by the flow can be measured by the derivative of this curve. This is
the Lie derivative of Y along X

LXY =
d

dt

∣∣∣∣
t=0

ξ−t∗ Y (x) = lim
t→0

ξ−t∗ Y (x)− Y (x)

t
∈ TxM.

To compute the Lie derivative, we apply the tangent vector curve (15.3.2) to
a function f at x

LXY (f) =
d

dt

∣∣∣∣
t=0

ξ−t∗ Y (x)(f) (by Exercise 14.51)

=
d

dt

∣∣∣∣
t=0

ξ−t∗ (Y (ξt(x)))(f) (by (15.3.2))

=
d

dt

∣∣∣∣
t=0

Y (ξt(x))(f ◦ ξ−t). (by (14.4.2))

We have LXY (f) = ∂tφ(0, 0)− ∂sφ(0, 0) for

φ(t, s) = Y (ξt(x))(f ◦ ξs).
36We use ξt to move contravariant quantities such as functions and cotangent vectors, and use

ξ−t to move covariant quantities such as tangent vectors. The reason will become clear in (15.3.5).
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Since φ(t, 0) = Y (ξt(x))(f) = Y (f)(ξt(x)) is the value of the function Y (f) at ξt(x),
and for fixed x, the equivalence class of the curve ξt(x) is exactly the tangent vector
X(x), we have

∂tφ(0, 0) =
d

dt

∣∣∣∣
t=0

Y (f)(ξt(x)) = X(x)(Y (f)) = X(Y (f))(x).

On the other hand, since φ(0, s) = Y (x)(f ◦ ξs), and the equivalence class of the
curve ξt is exactly the tangent vector X, we may apply Exercise 14.52 to get

∂sφ(0, 0) = Y (x)

(
d

ds

∣∣∣∣
s=0

f ◦ ξs
)

= Y (x)(X(f)) = Y (X(f))(x).

Therefore
LXY (f) = X(Y (f))− Y (X(f)).

The Lie derivative is the Lie bracket of two tangent fields

LXY = [X,Y ] = XY − Y X.

This is supposed to be the difference of two second order derivatives. It turns out
that the second order parts cancel and only the first order derivative remains. See
Exercise 15.17.

Exercise 15.17. Suppose X = a1∂u1 + · · ·+ an∂un and Y = b1∂u1 + · · ·+ bn∂un in a chart.
Prove that

[X,Y ] =
∑
i

[∑
j

(
aj
∂bi
∂uj
− bj

∂ai
∂uj

)]
∂ui =

∑
i

[X(bi)− Y (ai)]∂ui .

Exercise 15.18. Suppose F : M → N is a map. Suppose tangent fields X1 and X2 are
F -related (see Exercise 15.3), and Y1 and Y2 are also F -related. Prove that [X1, Y1] and
[X2, Y2] are also F -related.

Exercise 15.19. Prove the equality [fX, gY ] = fg[X,Y ] + fX(g)Y − gY (f)X.

Exercise 15.20. Prove the Jacobi identity

[X, [Y,Z]] + [Z, [X,Y ]] + [Y, [Z,X]] = 0.

Exercise 15.21. Explain that the Lie derivative satisfies the Leibniz rule:

LX(fg) = (LXf)g + f(LXg),

LX(fY ) = (LXf)Y + fLXY,

LX [Y,Z] = [LXY,Z] + [X,LY Z].

The last equality is the Jacobi identity in Exercise 15.20.

Exercise 15.22. Explain that the Lie derivative satisfies LXLY − LY LX = L[X,Y ], when
applied to functions and tangent fields. The application to tangent fields is the Jacobi
identity in Exercise 15.20.
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Exercise 15.23. Suppose ξ and η are the flows associated to vector fields X and Y . Prove
that the two flows commute ξt ◦ ηs = ηs ◦ ξt if and only if [X,Y ] = 0.

Exercise 15.24. For vector fields X1, . . . , Xk on M , prove that the following are equivalent.

1. [Xi, Xj ] = 0 for all i, j.

2. Near every point, there is a chart, such that Xi = ∂ui .

Exercise 15.25.

(η−s ◦ ξ−t ◦ ηs ◦ ξt)(x) = x− ts[X,Y ] + . . . .

Exercise 15.26. Suppose ξ and η are the flows associated to vector fields X and Y . Prove

that the equivalence class of γ(t) = η−
√
t ◦ ξ−

√
t ◦ η

√
t ◦ ξ

√
t is the tangent vector [X,Y ].

Lie Derivative of Differential Form

The flow ξ moves ω ∈ ΩkM through the pullback ξt
∗

: T ∗ξt(x)M → T ∗xM

ξt
∗
ω(x) = ξt

∗
(ω(ξt(x))) ∈ ΛkT ∗xM. (15.3.3)

The change of ω caused by the flow is the Lie derivative of ω along X

LXω(x) =
d

dt

∣∣∣∣
t=0

ξt
∗
ω(x) = lim

t→0

ξt
∗
ω(x)− ω(x)

t
∈ ΛkT ∗xM.

For the special case ω = df is the differential of a function, by the last part of
Exercise 14.52 and (15.3.1), we have

LXdf(x) =
d

dt

∣∣∣∣
t=0

dx(ξt
∗
f) = dx

(
d

dt

∣∣∣∣
t=0

ξt
∗
f

)
= dx(LXf) = dxX(f).

This means

LXdf = dLXf. (15.3.4)

Since the pullback is an algebra homomorphism on the exterior algebra, it is
easy to see that

ξt
∗
(ω ∧ ρ) = ξt

∗
ω ∧ ξt∗ρ.

Then by the Leibniz rule, we get

LX(ω ∧ ρ) = LXω ∧ ρ+ ω ∧ LXρ.

This shows that LX is a derivation on ΩM of degree 0. Then (15.3.1) and (15.3.4)
uniquely determines the Lie derivative of differential forms

LX(gdf1 ∧ · · · ∧ dfk) = X(g)df1 ∧ · · · ∧ dfk +

n∑
i=1

gdf1 ∧ · · · ∧ dX(f1) ∧ · · · ∧ dfk.
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We may also get the Lie derivative LXω as a multilinear alternating function
on tangent vectors. We take k tangent fields Yi and consider the function on M

f = ω(Y1, . . . , Yk) = 〈Y1 ∧ · · · ∧ Yk, ω〉.

We move the function by the flow

ξt
∗
f(x) = f(ξt(x)) = 〈Y1(ξt(x)) ∧ · · · ∧ Yk(ξt(x)), ω(ξt(x))〉

= 〈ξ−t∗ (Y1(ξt(x))) ∧ · · · ∧ ξ−t∗ (Yk(ξt(x))), ξt
∗
(ω(ξt(x)))〉

= 〈ξ−t∗ Y1(x) ∧ · · · ∧ ξ−t∗ Yk(x), ξt
∗
ω(x)〉. (15.3.5)

Here the second equality follows from 〈F−1
∗ X,F ∗ρ〉 = 〈F∗(F−1

∗ X), ρ〉 = 〈X, ρ〉 for
any tangent vector X and cotangent vector ρ. Moreover, the third equality follows
from (15.3.2) and (15.3.3). Taking the derivative in t at t = 0 on both sides, we get
LXf = X(f) on the left. Since the right side is multilinear in ξ−t∗ Yi and ξt

∗
ω, we

have the Leibniz rule (see Exercise 8.31)

X(f) = LXf =

k∑
i=1

〈Y1 ∧ · · · ∧ LXYi ∧ · · · ∧ Yk, ω〉+ 〈Y1 ∧ · · · ∧ Yk, LXω〉.

By LXYi = [X,Yi], this implies

LXω(Y1, . . . , Yk) = X(ω(Y1, . . . , Yk))−
k∑
i=1

ω(Y1, . . . , [X,Yi], . . . , Yk) (15.3.6)

Exercise 15.27. Prove that LX(LY ω)− LY (LXω) = L[X,Y ]ω.

Exercise 15.28. For the Lie derivative, are there analogues of the equalities in Exercises
14.51, 14.52 and 14.53?

Exercise 15.29. Suppose F : M → N is a map, and X and Y are F -related tangent fields
(see Exercise 15.3). Prove that LX(F ∗ω) = F ∗(LY ω).

Derivation

Both the exterior derivative and the Lie derivative are derivations. Similar to the
bracket of tangent fields, we can use bracket to produce new derivations from known
derivations.

Proposition 15.3.1. If D1, D2 are derivations of graded algebra A of degrees p and
q, then the bracket [D1, D2] = D1D2 − (−1)pqD2D1 is a derivation of degree p+ q.

Proof. The bracket [D1, D2] clearly takes Ak to Ak+p+q. Moreover, for a ∈ Ak and
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b ∈ Al, we have

[D1, D2](ab) = D1(D2(ab))− (−1)pqD2(D1(ab))

= D1((D2a)b+ (−1)qka(D2b))− (−1)pqD2((D1a)b+ (−1)pka(D1b))

= (D1D2a)b+ (−1)p(q+k)(D2a)(D1b)

+ (−1)qk(D1a)(D2b) + (−1)qk(−1)pka(D1D2b)

− (−1)pq(D2D1a)b− (−1)pq(−1)q(p+k)(D1a)(D2b)

− (−1)pq(−1)pk(D2a)(D1b)− (−1)pq(−1)pk(−1)qka(D2D1b)

= (D1D2a)b+ (−1)(p+q)ka(D1D2b)

− (−1)pq(D2D1a)b− (−1)pq+(p+q)ka(D2D1b)

= ([D1, D2]a)b− (−1)(p+q)ka([D1, D2]b).

In addition to d and LX , we further introduce the interior product along a
vector field X

iX : ΩkM → Ωk−1M, iXω(Y1, . . . , Yk−1) = ω(X,Y1, . . . , Yk−1).

By the third part of Exercise 7.64, iX is a derivation of degree −1. The derivation
is determined by the following values at the generators of ΩM

iXf = 0, iXdf = X(f).

The first is due to iXf ∈ Ω−1M = 0. The second follows from the definition of iX ,
which says that iXω = ω(X) for any 1-form ω.

Exercise 15.27 shows that [LX , LY ] = L[X,Y ]. Exercise 15.31 gives [iX , iY ].
We have [d, d] = dd − (−1)1·1dd = 2d2, so that d2 is a derivative. Then

the second property in the definition of d says that d2(f) = 0 and d2(df) = 0.
By Proposition 15.2.3, therefore, we get d2 = 0 on the whole ΩM . This gives an
alternative proof of Proposition 15.2.5.

The bracket [d, iX ] = diX − (−1)1·(−1)iXd = diX + iXd has the following vales

[d, iX ]f = diXf + iXdf = d0 +X(f) = LXf,

[d, iX ]df = diXdf + iXd(df) = d(X(f)) + iX0 = LXdf.

By Proposition 15.2.3, we get Cartan’s formula

LX = [d, iX ] = diX + iXd. (15.3.7)

Exercise 15.30. Let F : M → N be a map. For any X ∈ TxM and ω ∈ ΛT ∗F (x)N , prove
that iXF

∗ω = F ∗iF∗Xω. The formula can be compared with Exercise ??, but we do not
need fields to define iXω.

Exercise 15.31. Prove [iX , iY ] = 0. In fact, any derivation of degree −2 on ΩM is 0.

Exercise 15.32. Prove [d, LX ] = 0 and [iX , LY ] = i[X,Y ].



614 Chapter 15. Field on Manifold

Exercise 15.33. Prove that the bracket satisfies the Jacobi identity

[D1, [D2, D3]] + [D3, [D1, D2]] + [D2, [D3, D1]] = 0.

Cartan’s formula (15.3.7) can be combined with (15.3.6) to inductively derive
the formula of dω as a multilinear alternating function. For example, for ω ∈ Ω1M ,
we have

dω(X,Y ) = iXdω(Y ) = LXω(Y )− diXω(Y )

= [LX(ω(Y ))− ω(LXY )]− d(ω(X))(Y )

= X(ω(Y ))− ω([X,Y ])− Y (ω(X))

= X(ω(Y ))− Y (ω(X))− ω([X,Y ]).

Here we used the Leibniz rule to calculate LXω(Y ).

Proposition 15.3.2. For ω ∈ ΩkM , we have

dω(X0, X1, . . . , Xk) =

k∑
i=0

(−1)iXi(ω(X0, . . . , X̂i, . . . , Xk))

+
∑

0≤i<j≤k

(−1)i+jω([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xk).

Proof. The formula is already verified for k = 1. The following is the inductive
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verification

dω(X0, X1, . . . , Xk) = iX0dω(X1, . . . , Xk)

= LX0ω(X1, . . . , Xk)− diX0ω(X1, . . . , Xk)

= LX0(ω(X1, . . . , Xk))−
k∑
i=1

ω(X1, . . . , LX0Xi, . . . , Xk)

−
k∑
i=1

(−1)i−1Xi(iX0
ω(X1, . . . , X̂i, . . . , Xk))

−
∑

1≤i<j≤k

(−1)i+jiX0
ω([Xi, Xj ], X1, . . . , X̂i, . . . , X̂j , . . . , Xk)

= X0(ω(X1, . . . , Xk))−
k∑
i=1

ω(X1, . . . , [X0, Xi], . . . , Xk)

−
k∑
i=1

(−1)i−1Xi(ω(X0, X1, . . . , X̂i, . . . , Xk))

−
∑

1≤i<j≤k

(−1)i+jω(X0, [Xi, Xj ], X1, . . . , X̂i, . . . , X̂j , . . . , Xk)

=

k∑
i=0

(−1)iXi(ω(X0, . . . , X̂i, . . . , Xk))

+
∑

0≤i<j≤k

(−1)i+jω([Xi, Xj ], X0, . . . , X̂i, . . . , X̂j , . . . , Xk).

Exercise 15.34. Use Exercises 14.52 and 15.4 to extend the last part of Exercise 14.52: For
a family ωt ∈ ΩkM of differential forms, we have

d

(
d

dt

∣∣∣∣
t=0

ωt

)
=

d

dt

∣∣∣∣
t=0

dωt, d

(∫ b

a

ωtdt

)
=

∫ b

a

(dωt)dt.

15.4 Integration
The integration of a function along a submanifold of RN makes use of the natural
volume measure on the manifold. The integration of a function on a differentiable
manifold should be with respect to a measure on the manifold that is differentiable
in some sense. This means that the measure should be linearly approximated at x
by a “linear measure” on TxM . Here the linearity of the measure means translation
invariance. The whole measure on M is then given by choosing one translation
invariant measure µx on TxM for each x ∈ M . In other words, a measure on M
can be regarded as a “measure field”.

Example 15.4.1. An increasing function α(t) induces a measure µα on the manifold R.
Assume α is continuously differentiable. We have µα(t, t+∆t) = α(t+∆t)−α(t) = α′(t∗)∆t
for some t∗ ∈ (t, t+∆t). Since α′(t∗) converges to α′(t0) as t→ t0 and ∆t→ 0, the measure
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is approximated by the translation invariant measure µ′(t, t+ v) = α′(t0)(v) near t0. The
measure µ′ is the α′(t0) multiple of the standard Lebesgue measure on R.

Exercise 15.35. Suppose the linear approximation of a measure on R at a point x is multi-
plying the usual Lebesgue measure by a(x). What should be the measure?

Exercise 15.36. Show that a continuously differentiable increasing function α(t) such that
α(t + 2π) − α(t) is independent of t gives a measure on the circle S1. What is the linear
measure approximating this measure?

Differentiable Measure on Manifold

Theorem 7.4.2 gives a one-to-one correspondence between translation invariant mea-
sures on V and elements in |ΛnV ∗| − 0. This leads to the following linear approxi-
mation of measures on manifolds.

Definition 15.4.1. A differentiable measure on an n-dimensional manifold M as-
signs an element |ω|(x) ∈ |ΛnxT ∗M | − 0 to each x ∈M .

A (local) diffeomorphism F : M → N induces an isomorphism of cotangent
spaces and the associated exterior algebras. This further induces the pullback
F ∗ : |ΛnF (x)T

∗N | − 0 → |ΛnxT ∗M | − 0. In particular, with respect to any chart

σ : U →M pulls |ω|, we have

|ω| = g|du1 ∧ · · · ∧ dun|, g > 0. (15.4.1)

The differentiability of the measure |ω| means the differentiability of the function
g.

Let {σi : Ui → M} be a (finite) atlas of M . Choose (Lesbesgue or Borel)
measurable subsets Bi ⊂ Ui, such that M = ∪σi(Bi) and the overlappings between
σi(Bi) have lower dimension. Then |ω| = gi|du1 ∧ · · · ∧ dun| on σi(Bi), and we
define the integral of a function f on M with respect to the measure |ω| by∫

M

f |ω| =
∑
i

∫
Bi

f(σi(~u))gi(~u)du1 · · · dun.

This generalizes the “integral of first type” in multivariable calculus. Similar to the
argument (13.2.3), we can show that the integral is independent of the choice of
atlas.

A manifold M is Riemannian if the tangent space TxM has inner product for
each x ∈M . The inner product induces the unique translation invariant measure |ω|
on TxM , such that any unit cube has volume 1. By Theorem 7.4.2 and Proposition
7.4.3, the function g in the formula (15.4.1) may be calculated from the volume of
the parallelotope spanned by the standard basis {∂u1 , . . . , ∂un} of TxM

‖∂u1
∧ · · · ∧ ∂un‖2 = |ω(∂u1

∧ · · · ∧ ∂un)|
= g|〈∂u1

∧ · · · ∧ ∂un , du1 ∧ · · · ∧ dun〉| = g.
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The measure |du1 ∧ · · · ∧ dun| in (15.4.1) is the standard Lebesgue measure on Rn,
and is usually denoted by du1 · · · dun in multivariable calculus. Therefore

|ω| = ‖∂u1 ∧ · · · ∧ ∂un‖2du1 · · · dun. (15.4.2)

For the special case that M is a submanifold of RN , the manifold is Rieman-
nian by inheriting the dot product of the Euclidean space. The inner product on
the tangent space comes from the embedding

TxM ⊂ TxRN ∼= RN : ∂ui 7→
∂x1

∂ui
∂x1

+ · · ·+ ∂xN
∂ui

∂xN

↔ σui =

(
∂x1

∂ui
, . . . ,

∂xN
∂ui

)
.

Then (15.4.2) becomes the formula (13.3.1) for the volume unit.

Volume Form

Suppose M is oriented. Then at each x ∈M , the differentiable measure |ω(x)| has
a preferred choice ω(x) ∈ o∗x in the dual orientation component o∗x ⊂ ΛnT ∗xM −
0. This is equivalent to ω(x)(X1, . . . , Xn) > 0 for any compatibly oriented basis
{X1, . . . , Xn} of TxM . Under an orientation compatible chart σ : U →M , this also
means taking off the “absolute value” from (15.4.1)

ω = gdu1 ∧ · · · ∧ dun, g > 0. (15.4.3)

Proposition 15.4.2. An n-dimensional manifold M is orientable if and only if there
is a nowhere vanishing n-form ω ∈ ΩnM .

The nowhere vanishing top dimensional form is called a volume form because
for the compatible orientation given by the proposition, we always have (15.4.3).

Proof. Suppose ω is a volume form on M . For any x ∈ M , let σ : U → M be a
chart containing x. By restricting σ to an open subset of U , we may assume that U
is connected. Then ω = g(~u)du1∧ · · · ∧dun on σ(U) for a non-vanishing continuous
function g on U . Since U is connected, we have either g > 0 everywhere on U , or
g < 0 everywhere on U . In the first case, we say σ is orientation compatible with ω.
In the second case, we let J(u1, u2, . . . , un) = (−u1, u2, . . . , un) and find that σ ◦ J
is orientation compatible with ω

ω = −g(J(~u))d(−u1) ∧ du2 ∧ · · · ∧ dun, −g(J(~u)) > 0.

This proves that M is covered by an atlas in which every charts is orientation
compatible with ω.

Now for any two charts σ : U → M and τ : V → M that are orientation
compatible with ω, we have

ω = gdu1 ∧ · · · ∧ dun = hdv1 ∧ · · · ∧ dvn, g, h > 0.
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By Example 15.2.3, the transition ϕ = τ−1 ◦ σ satisfies detϕ′ =
g

h
> 0. So the

derivatives of transition maps between orientation compatible charts have positive
determinants. By Proposition 14.5.2, the orientation compatible charts give an
orientation of the manifold.

Conversely, an oriented manifold is covered by an atlas satisfying the property
in Proposition 14.5.2. Each chart σi : Ui → Mi ⊂ M in the atlas has a standard
volume form ωi = du1 ∧ · · · ∧ dun on Mi. Moreower, we have ωj = hjiωi with
hji = detϕ′ji > 0 on the overlapping Mi ∩Mj . The problem is to patch all the
volume form pieces ωi together to form a volume form on the whole M . This can
be achieved by using the partition of unity.

Given one volume form ω, any n-form is given by fω for a function f . There-
fore we get a one-to-one correspondence between Cr(M) and ΩnM . In particular,
any other volume form on M is fω for a nowhere vanishing function f .

If σ is an orientation compatible chart of an oriented Riemannian manifold,
then (15.4.2) becomes

ω = ‖∂u1 ∧ · · · ∧ ∂un‖2du1 ∧ · · · ∧ dun.

This is the unique unit length vector in the dual orientation component o∗x ⊂
ΛnT ∗xM .

Example 15.4.2. Let M be the level manifold g(x0, . . . , xn) = c in Rn+1, with the orienta-

tion induced from the normal vector ~n =
∇g
‖∇g‖2

. Since T ∗xM is the orthogonal complement

of dg = gx0dx0 + · · ·+ gxndxn, we find that ΛnT ∗xM ∼= R is spanned by

(dg)? =

n∑
i=0

gxi(dxi)
? =

n∑
i=0

(−1)igxidx0 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn.

For X1, . . . , Xn ∈ T~xM , we have

(dg ∧ (dg)?)(~n,X1, . . . , Xn) = dg(~n) (dg)?(X1, . . . , Xn) = ‖∇g‖2(dg)?(X1, . . . , Xn).

This implies

{X1, . . . , Xn} is positively oriented in T~xM

⇐⇒ {~n,X1, . . . , Xn} is positively oriented in Rn+1

⇐⇒ (dg)?(X1, . . . , Xn) > 0.

Therefore (dg)? lies in the dual orientation component o∗M ⊂ ΛnT ∗xM induced by the
normal vector. Then we get the volume form as the unique unit length vector in the dual
orientation component

ω =
(dg)?

‖(dg)?‖2
=

∑n
i=0(−1)igxidx0 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn√

g2
x0 + · · ·+ g2

xn

. (15.4.4)

The formula generalises Exercises 13.46 and 13.52.
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The sphere of radius R in Rn+1 is given by g(~x) = x2
0 + · · ·+x2

n = R2. By gxi = 2xi
and ‖(dg)?‖2 = ‖∇g‖2 = ‖2~x‖2 = 2R, we get the corresponding volume form

ω =
1

R

n∑
i=0

(−1)ixidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn.

Exercise 15.37. Suppose M is the submanifold in Rn+2 given by g1(~x) = g2(~x) = 0, such
that dg1 ∧ dg2 6= 0 along M . Describe a natural orientation on M and find a formula for
the corresponding volume form.

Exercise 15.38. Suppose M is a submanifold of RN with orientation compatible parame-
terisation σ : U ⊂ Rk → M ⊂ RN . Prove that the corresponding volume form is given
by

ω =

∑
det

∂(xi1 , . . . , xin)

∂(u1, . . . , un)
dxi1 ∧ · · · ∧ dxin√∑(

det
∂(xi1 , . . . , xin)

∂(u1, . . . , un)

)2
.

Partition of Unity

An open cover of a manifold M is a collection {Mi} of open subsets satisfying
M = ∪Mi. A partition of unity subordinate to the open cover is a collection of
(continuously differentiable) functions αi satisfying

1. Non-negative: αi ≥ 0 everywhere.

2. Support: αi = 0 on an open subset containing M −Mi.

3. Locally finite: Any x ∈ M has a neighborhood B, such that αi = 0 on B for
all but finitely may i.

4. Unity:
∑
i αi = 1.

Define the support of a function α on M to be the closure of the places were the
function is nonzero

supp(α) = {x ∈M : α(x) 6= 0}.

Then the second condition means that supp(αi) ⊂ Mi, or αi is supported on Mi.
The concept can be easily extended to tangent fields and differential forms. We
also note that the third property says that the sum

∑
i αi(x) is always finite near

any point. This implies that that
∑
αi is continuous or differentiable if each αi is

continuous or differentiable.

Proposition 15.4.3. For any open cover of a manifold, there is a partition of unity
{αi}, such that each supp(αi) is contained in a subset in the open cover.

Proof. The manifolds are assumed to be Hausdorff and paracompact. The topologi-
cal properties imply that any open cover has a locally finite refinement. This implies
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that there is an atlas {σi : Ui →Mi = σi(Ui)}, such that each Mi is contained in a
subset in the open cover, and any x ∈ M has an open neighborhood B, such that
B ∩Mi = ∅ for all but finitely many i. The topological properties further imply
that the open cover {Mi} has a “shrinking”, which is another open cover {M ′i} such
that M ′i ⊂ Mi. Applying the argument again, we get a further “shrinking” {M ′′i }
that covers M and satisfies

M ′′i ⊂M
′
i ⊂M ′i ⊂Mi.

The corresponding open subsets U ′′i = σ−1
i (M ′′i ) and U ′i = σ−1

i (M ′i) satisfy

U ′′i ⊂ U
′
i ⊂ U ′i ⊂ Ui ⊂ Rn.

We can find a continuously differentiable (even smooth) function βi on Ui,
such that βi > 0 on U ′′i and βi = 0 on Ui − U ′i . This implies that the function

β̃i =

{
βi ◦ σ−1

i , on Mi

0, on M −Mi

is continuously differentiable on M , with β̃i > 0 on M ′′i and supp(β̃i) ⊂M ′i ⊂Mi.

Since the collection {Mi} is locally finite, the sum
∑
i β̃i is finite near any

point and is therefore still continuously differentiable. Since βi > 0 on M ′′i and
{M ′′i } covers M , we have

∑
i β̃i > 0. Then

αi =
β̃i∑
j β̃j

is a continuously differentiable partition of unity satisfying supp(αi) ⊂Mi.

Now we use partition of unity to finish the proof of Proposition 15.4.2. We
may further assume that the atlas {σi : Ui →Mi} in the proof is locally finite, and
{αi} is a partition of unity satisfying supp(αi) ⊂Mi. Then the extension of of the
form αiωi on Mi to M by assigning αiωi = 0 on M −Mi is a differentiable n-form.
The local finiteness of the atlas implies that the sum

ω =
∑
i

αiωi

is still a differentiable n-form on M . For any x ∈ M , there are only finitely may
charts σi0 , σi1 , . . . , σil , such that all other αi = 0 near x. Then we have

ω =

l∑
j=0

αiωi = (1 + hi1i0 + · · ·+ hili0)ωi0 near x.

By ωi0 6= 0 and hii0 ≥ 0 near x, we conclude that ω 6= 0 near x. This shows that ω
is a volume form.
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Integration of Differential Form

Let ω be a volume form on an n-dimensional oriented manifold M . Then we may

define the integral

∫
M

fω of functions f with respect to the volume form. Since fω

is simply an n-form, we will actually define the integral

∫
M

ω of any n-form ω.

If the manifold is covered by one chart σ : U → M (or ω = 0 outside σ(U)),
then σ∗ω = gdu1 ∧ · · · ∧ dun, where du1 ∧ · · · ∧ dun is the standard volume form of
Rn. We define∫

M

ω =

∫
σ(U)

ω =

∫
U

σ∗ω =

∫
U

gdu1 ∧ · · · ∧ dun =

∫
U

gdu1 · · · dun.

In general, we have an orientation compatible atlas {σi : Ui → Mi ⊂ M}. By
Proposition 15.4.3, there is a partition of unity αi satisfying supp(αi) ⊂Mi. Then
we define ∫

M

ω =
∑
i

∫
M

αiω =
∑
i

∫
Mi

αiω =
∑
i

∫
Ui

σ∗i (αiω).

To keep the sum on the right to be finite, we additionally assume that M is a
compact manifold, so we may choose an atlas with only finitely many charts.

To verify that the definition is independent of the choice of the atlas and the
partition of unity, consider to atlases {σi : Ui →Mi ⊂M} and {τj : Vj → Nj ⊂M},
with corresponding partitions of unity αi and βj . Then we get a refinement of the
first atlas by

σij = σi|Uij : Uij = σ−1
i (Mi ∩Nj)→Mi ∩Nj ⊂M,

and a refinement of the second atlas by

τji = τj |Vji : Vji = τ−1
j (Mi ∩Nj)→Mi ∩Nj ⊂M.

Moreover, the functions αiβj form a partition of unity for both refinements.
The definition of the integral according to the atlas {σi} is

∫
M

ω =
∑
i

∫
Ui

σ∗i (αiω) =
∑
i

∫
Ui

σ∗i

∑
j

βjαiω


=
∑
ij

∫
Ui

σ∗i (βjαiω) =
∑
ij

∫
Uij

σ∗ij(βjαiω),

where the last equality is due to αiβj = 0 out of Mi ∩Nj . Similarly, the definition
of the integral according to {τj} is∫

M

ω =
∑
ij

∫
Vji

τ∗ji(αiβjω).
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We note that σ = σij : U = Uij →M and τ = τji : V = Vji →M are two orientation
compatible charts, with σ(U) = τ(V ) = Mi ∩Nj . So the problem is reduced to∫

U

σ∗ω =

∫
V

τ∗ω,

for any n-form ω on Mi ∩Nj .
Let ϕ = τ−1 ◦ σ : U → V be the transition map between the two orientation

compatible charts. By Example 15.2.3, if

τ∗ω = g(~v)dv1 ∧ · · · ∧ dvn,

then we have
σ∗ω = g(ϕ(~u)) (detϕ′(~u)) du1 ∧ · · · ∧ dun.

Therefore ∫
V

τ∗ω =

∫
V

g(~v)dv1 · · · dvn

=

∫
U

g(ϕ(~u)) |detϕ′(~u)| du1 · · · dun

=

∫
U

g(ϕ(~u)) (detϕ′(~u)) du1 · · · dun =

∫
U

σ∗ω.

Here the second equality is the change of variable formula for the integral on Eu-
clidean space (Theorem 12.4.5), and the third equality is due to the fact that the
orientation compatibility of σ and τ implies detϕ′(u) > 0.

Example 15.4.3. Suppose the surface in Example 15.2.2 is oriented. Then for an orientable
compatible atlas σi(u, v) and the corresponding partition of unity αi(u, v), the integral of
the 2-form ω = fdy ∧ dz + gdz ∧ dx+ hdx ∧ dy along the surface is∫
M

ω =
∑
i

∫
Ui

αi(u, v)

[
f(σi(u, v))

∂(y, z)

∂(u, v)
+ g(σi(u, v))

∂(z, x)

∂(u, v)
+ h(σi(u, v))

∂(x, y)

∂(u, v)

]
dudv.

In practice, we do not use the partition of unity to break the integral into pieces. Instead,
we use subsets Bi ⊂ Ui, such that σi(Bi) covers M and the dimension of the overlappings
≤ 1. Then the integral is∫

M

ω =
∑
i

∫
Bi

[
f(σi(u, v))

∂(y, z)

∂(u, v)
+ g(σi(u, v))

∂(z, x)

∂(u, v)
+ h(σi(u, v))

∂(x, y)

∂(u, v)

]
dudv.

The expression can be viewed as taking αi = χσi(Bi) as the non-differentiable partition of
unity.

Stokes’ Theorem

Theorem 15.4.4 (Stokes’ Theorem). Suppose M is a n-dimensional compact ori-
ented manifold with boundary. Then for any ω ∈ Ωn−1M , we have∫

M

dω =

∫
∂M

ω.
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Proof. Let αi be a partition of unity corresponding to an atlas. The following shows

that it is sufficient to prove

∫
M

d(αiω) =

∫
∂M

αiω.

∫
∂M

ω =
∑∫

∂M

αiω =
∑∫

M

d(αiω) =
∑∫

M

(dαi ∧ ω + αidω)

=

∫
M

d
(∑

αi

)
∧ ω +

∫
M

(∑
αi

)
dω =

∫
M

d1 ∧ ω +

∫
M

1dω =

∫
M

dω.

Since αiω is contained in a chart, we only need to prove the equality for the case
ω vanishes outside a chart σ : U ⊂ Rn+ → M . By the definition of integration and
σ∗dω = dσ∗ω (see Proposition 15.2.4), the problem is reduced to∫

U

dσ∗ω =

∫
U∩Rn−1

σ∗ω.

Here U has the standard orientation of Rn, and Rn−1 has the induced orienta-
tion given by Definition 14.5.4. By the discussion following the definition, Rn−1 is
negatively oriented if n is odd, and is positively oriented if n is even.

Since the support of σ∗ω is a closed subset of a compact manifold, by Exercises
6.65 and 14.29, the support is a compact subset of the open subset U of the half
space Rn+. This implies that there is a nice region R satisfying supp(σ∗ω) ⊂ R ⊂ U .
The boundary ∂R of the region has two parts. The first part R∩Rn−1 lies in Rn−1,
and we have σ∗ω = 0 on the second part ∂R − Rn−1. Therefore the equality we
wish to prove is ∫

R

dσ∗ω =

∫
∂R

σ∗ω =

∫
R∩Rn−1

σ∗ω.

Rn−1

supp(σ∗ω)

R

U Rn+

Figure 15.4.1. Nice region R between U and supp(σ∗ω).

Let

σ∗ω =

n∑
i=1

fi(~u)du1 ∧ · · · ∧ d̂ui ∧ · · · ∧ dun.
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Then

dσ∗ω =

n∑
i=1

∂fi
∂ui

dui ∧ du1 ∧ · · · ∧ d̂ui ∧ · · · ∧ dun

=

n∑
i=1

(−1)i−1 ∂fi
∂ui

du1 ∧ · · · ∧ dun.

So the equality we wish to prove is∫
R

n∑
i=1

(−1)i−1 ∂fi
∂ui

du1 ∧ · · · ∧ dun =

∫
∂R

n∑
i=1

fidu1 ∧ · · · ∧ d̂ui ∧ · · · ∧ dun.

This is exactly Gauss’ Theorem 13.6.2.

Example 15.4.4. A subset Y ⊂ X is a retract if there is a map F : X → Y , such that
F (y) = y. The map F is a retraction. We claim that for a compact oriented manifold M ,
its boundary ∂M cannot be a (continuously differentiable) retract of M . In particular, the
sphere is not a retract of the ball.

Suppose there is a retract F : M → ∂M . Since ∂M is also oriented, by Proposition
15.4.2, ∂M has a volume form ω ∈ Ωn−1∂M . Then∫

∂M

ω =

∫
∂M

F ∗ω =

∫
M

dF ∗ω =

∫
M

F ∗dω =

∫
M

F ∗0 = 0.

Here the first equality is due to F |∂M being the identity map, the second equality is by
Stokes’ Theorem, and the last equality is due to dω ∈ Ωn∂M = 0 by n > dim ∂M . On the

other hand, the integral

∫
∂M

ω of the volume form should always be positive. So we get a

contradiction.

Exercise 15.39 (Brouwer’s Fixed Point Theorem). Prove that if F : Bn → Bn is a map
without fixed point, then there is a retract of Bn to the boundary Sn−1. Then show that
any map of Bn to itself has a fixed point.

15.5 Homotopy

Closed Form and Exact Form

A differential form ω is closed if dω = 0. It is exact if ω = dϕ for a differential form
ϕ, called a potential of ω. By d2 = 0, exact forms must be closed.

A function f ∈ Ω1M is closed if df = 0. This means that f is a constant.
Since Ω−1M = 0, the only exact function is the zero function.

A 1-form ω = f1dx1 + · · ·+ fndxn on an open subset U ⊂ Rn is closed if and
only if

∂fj
∂xi

=
∂fi
∂xj

.

Theorem 13.5.3 says that ω is exact on U if and only if the integral

∫
γ

ω along

any curve γ in U depends only on the beginning and end points of γ. This is also



15.5. Homotopy 625

equivalent to

∫
γ

ω = 0 for any closed curve γ in U . The theorem also says that,

if U satisfies some topological condition, then ω is exact if and only if it is closed.
Since the topological condition is always satisfied by balls, this means that locally,
closedness and exactness are equivalent. Therefore the distinction between the two
concepts is global and topological.

The goal of this section is to extend the observations about the closed and
exact 1-forms on Euclidean space to k-forms on manifolds.

Example 15.5.1. A 1-form ω =
∑n
i=0 fidxi is closed on the sphere Sn ⊂ Rn+1 if and only

if the evaluation of dω on tangent vectors of Sn is always zero. Since T~xS
n = (R~x)⊥ is

spanned by Xi = xi∂x0 − x0∂xi , i = 1, . . . , n, this means the vanishing of the following

dω(Xi, Xj) =
∑

0≤k<l≤n

(
∂fl
∂xk
− ∂fk
∂xl

)
dxk ∧ dxl(Xi, Xj)

=

(
∂fi
∂x0
− ∂f0

∂xi

)
det

(
xi xj
−x0 0

)
+

(
∂fj
∂x0
− ∂f0

∂xj

)
det

(
xi xj
0 −x0

)
+

(
∂fj
∂xi
− ∂fi
∂xj

)
det

(
−x0 0

0 −x0

)
= x0

(
xj
∂fj
∂xi
− xj

∂fi
∂xj
− xi

∂fj
∂x0

+ xi
∂f0

∂xj
+ x0

∂fj
∂xi
− x0

∂fi
∂xj

)

= x0 det

x0 ∂0 f0

xi ∂i fi
xj ∂j fj

 .

Of course, there is nothing special about the index 0, and the condition can be rephrased
as

det

xi ∂i fi
xj ∂j fj
xk ∂k fk

 = 0.

Exercise 15.40. Prove that if ω is closed and ρ is closed, then ω ∧ ρ is closed. Prove that if
ω is closed and ρ is exact, then ω ∧ ρ is exact.

Exercise 15.41. On connected subsets, the potential of an exact 1-form is unique up to
adding constants. Do you have the similar statement for the potential of an exact 2-form?

Exercise 15.42. The volume form for the sphere in Example 15.4.2 suggests the following
differential form

ω = g(‖~x‖2)

n∑
i=0

(−1)ixidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn

that is invariant with respect to rotations around the origin. Find the condition on the
function g such that ω is closed.



626 Chapter 15. Field on Manifold

Potential of 1-Form

The following extends Theorem 13.5.3 to manifolds.

Theorem 15.5.1. For a 1-form ω on M , the following are equivalent.

1. The integral

∫
γ

ω =

∫
I

γ∗ω of ω along a curve γ : I = [a, b]→M depends only

on the beginning γ(a) and end γ(b) of γ.

2. ω is exact: There is a function ϕ on M , such that ω = dϕ.

Moreover, if any closed curve in M is the boundary of a map σ : S → M , where
S is an orientable surface with circle boundary, then the above is also equivalent to
dω = 0 (i.e., ω is closed).

Proof. Let a curve γ : I = [a, b]→M connect γ(a) = x0 to γ(b) = x. Then ω = dϕ
implies

ϕ(x)− ϕ(x0) =

∫
∂I

ϕ ◦ γ =

∫
I

d(ϕ ◦ γ) =

∫
I

γ∗dϕ =

∫
I

γ∗ω =

∫
γ

ω. (15.5.1)

Here the first two equalities is the reformulation of the Fundamental Theorem of
Calculus as Stokes’ Theorem (Theorem 15.4.4). The equality clearly shows that∫
I

γ∗ω depends only on the values of ϕ at the end points x0 and x of γ. This proves

that the second statement implies the first.
Conversely, suppose the first statement holds. On a connected manifold M ,

we fix a point x0 ∈ M , fix a value ϕ(x0) (say ϕ(x0) = 0), and then use (15.5.1) to
define a function ϕ on M . The definition makes use of a curve connecting x0 to x,
and the first statement means that the definition is independent of the choice of the
curve. Next we verify that dϕ = ω at x ∈ M . This means that we need to verify
〈[γ], dxϕ〉 = 〈[γ], ω(x)〉 for any curve γ : [a, b]→M , γ(0) = x. By fixing γ on (−δ, δ)
and modifying γ on [a, b], we may assume that γ(a) = x0. Since γ is not changed
on (−δ, δ), the tangent vector [γ] ∈ TxM is not changed by the modification. Let
γ∗ω = f(t)dt. Then γ∗ω(x) = f(0)dt, and we have

〈[γ], dxϕ〉 =
d

dt

∣∣∣∣
t=0

ϕ(γ(t)) =
d

dt

∣∣∣∣
t=0

(
ϕ(x0) +

∫ t

a

γ∗ω

)
=

d

dt

∣∣∣∣
t=0

∫ t

a

f(u)du = f(0),

〈[γ], ω(x)〉 = 〈γ∗∂t, ω(x)〉 = 〈∂t, γ∗ω(x)〉 = 〈∂t, f(0)dt〉 = f(0).

This verifies dϕ = ω at x ∈M .
Finally, we need to show that, under additional topological assumption on M ,

the exactness is implied by the weaker closedness. By the assumption, any closed
curve γ is the boundary of a map σ. Then by Stokes’ Theorem (Theorem 15.4.4),
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the integral of a closed 1-form ω along an closed curve is∫
∂S

γ∗ω =

∫
∂S

σ∗ω =

∫
S

dσ∗ω =

∫
S

σ∗dω =

∫
S

σ∗0 = 0.

This is equivalent to the first statement.

Example 15.5.2. For n > 1, the sphere satisfies the extra condition in Theorem 15.5.1.
By Example 15.5.1, a 1-form ω =

∑n
i=0 fidxi has potential on any sphere entered at the

origin if and only if

det

xi ∂i fi
xj ∂j fj
xk ∂k fk

 = 0, for all i, j, k.

Exercise 15.43. What is the condition for ω = fdx + gdy to have potential on the circle
S1 ⊂ R2?

Exercise 15.44. Find all the 1-forms ω = fdx+gdy+hdz satisfying dω = 0 when restricted

to any surface submanifold x+ y+ z = c. What does this mean for the integral

∫
γ

ω along

cures γ?

Homotopy

The key to extending Theorem 15.5.1 to general differential forms is the extension
of formula (15.5.1) to the case ω ∈ Ωk+1M and ϕ ∈ ΩkM . The problem is that
ϕ(x)− ϕ(x0) does not make sense for k-form ϕ, because the two vectors belong to
different vector spaces. So we evaluate (actually integrate) both sides at oriented
k-dimensional manifolds in M . Specifically, if ϕ ∈ ΩkM , N is a k-dimensional

oriented manifold, and F : N → M is a map, then we have

∫
N

F ∗ϕ. This extends

the special case of k = 0, when ϕ is a function, N is a single point, F : N →M is a

point x = F (N) in M , and

∫
N

F ∗ϕ = ϕ(x) is the value of the function at a point.

So we replace points x0 and x in the formula (15.5.1) by maps (or “super-points”)
F0, F : N → M from oriented manifolds, and replace the curve γ as “moving a
super-point” F0 to “another super-point” F . The movement of maps is the following
definition.

Definition 15.5.2. A homotopy between two maps F0, F1 : N →M is a mapH : [0, 1]×
N →M , such that F0(x) = H(0, x) and F1(x) = H(1, x).

A homotopy is usually only assumed to be continuous. We will always assume
that it is sufficiently differentiable. In fact, any continuous homotopy between
differentiable maps can be approximated by a differentiable homotopy.

The map H plays the role of γ. For ω = dϕ, by

∂([0, 1]×N) = (1×N) ∪ (−0×N) ∪ (−[0, 1]× ∂N),
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we get the following k-dimensional analogue of (15.5.1)∫
N

F ∗1 ϕ−
∫
N

F ∗0 ϕ =

∫
(1×N) ∪ (−0×N)

H∗ϕ

=

∫
∂([0,1]×N)

H∗ϕ+

∫
[0,1]×∂N

H∗ϕ

=

∫
[0,1]×N

dH∗ϕ+

∫
[0,1]×∂N

H∗ϕ

=

∫
N

∫ 1

0

H∗(dϕ) +

∫
∂N

∫ 1

0

H∗ϕ

=

∫
N

(∫ 1

0

H∗(dϕ) + d

∫ 1

0

H∗ϕ

)
.

Here the third and fifth equalities use Stokes’ Theorem (Theorem 15.4.4), and the
fourth equality assumes certain version of Fubini Theorem (Theorem 11.3.4). The
computation suggests us to introduce an operation of “partial integration along the
[0, 1]-direction”

I =

∫ 1

0

: Ωk+1([0, 1]×N)→ ΩkN,

such that ∫
[0,1]×N

ω =

∫
N

I(ω), F ∗1 ϕ− F ∗0 ϕ = (Id+ dI)(H∗ϕ).

Now we rigorously carry out the idea. Let N be a manifold, not necessarily
oriented or k-dimensional. Let ω ∈ Ωk+1([0, 1] ×N). We have T(t,x)([0, 1] ×N) =
R∂t⊕ TxN , which means that a tangent vector of [0, 1]×N is of the form a∂t +X,
with a ∈ R and X ∈ TM . Define λ ∈ ΩkN and µ ∈ Ωk+1N by

λ(X1, . . . , Xk) = ω(∂t, X1, . . . , Xk), µ(X0, . . . , Xk) = ω(X0, . . . , Xk),

where the same Xi ∈ TxN can be viewed as 0∂t + Xi ∈ T(t,x)([0, 1] × N) for any
t ∈ [0, 1]. Since the evaluations of ω above has hidden parameter t, λ and µ are
actually families of differential forms parameterised by t. In a chart of N , we have

λ =
∑

fi1...ik(t, ~u)dui1 ∧ · · · ∧ duik ,

µ =
∑

gi0...ik(t, ~u)dui0 ∧ · · · ∧ duik .

The definitions of λ and µ say that the equality

ω = dt ∧ λ+ µ (15.5.2)

holds when evaluated at ∂t∧X1∧· · ·∧Xk andX0∧X1∧· · ·∧Xk. Since Ωk+1([0, 1]×N)
consists of linear combinations (with function coefficients) of these vectors, the
equality holds on Ωk+1([0, 1]×N).
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For each fixed x ∈ N , λ(x) can be viewed as a curve in the exterior product
space

t ∈ [0, 1] 7→ λt(x) ∈ ΛkT ∗xM.

Then the integral

∫ 1

0

λt(x)dt makes sense, and is again a vector in ΛkT ∗xM . By

considering all x ∈ N , the integral

∫ 1

0

λtdt is a k-form on N . This is the operation

I in the following result.

Lemma 15.5.3. Let I : Ωk+1([0, 1]×N)→ ΩkN be given by

Iω(X1, . . . , Xk) =

∫ 1

0

ω(∂t, X1, . . . , Xk)dt.

Then for ω ∈ Ωk+1([0, 1]×N) and the embeddings

i0(x) = (0, x) : N → [0, 1]×N, i1(x) = (1, x) : N → [0, 1]×N,

we have

i∗1ω − i∗0ω = Idω + dIω.

Proof. The t-parameterised λ can be considered as a form on [0, 1] × N or a form
on N . The two respective exterior derivatives are related by

d[0,1]×Nλ =
∑

0≤i1<···<ik≤n

∂fi1...ik(t, ~u)

∂t
dt ∧ dui1 ∧ · · · ∧ duik

+
∑

0≤i1<···<ik≤n

∑
j

∂fi1...ik(t, ~u)

∂uj
duj ∧ dui1 ∧ · · · ∧ duik

= dt ∧ ∂λ
∂t

+ dNλ.

The same remark applies to µ. Then by (15.5.2), we have (dω = d[0,1]×Nω, dλ =
dNλ and dµ = dNµ)

dω = dt ∧
(
dt ∧ ∂λ

∂t
+ dλ

)
+ dt ∧ ∂µ

∂t
+ dµ = dt ∧

(
dλ+

∂µ

∂t

)
+ dµ.

This implies

Idω =

∫ 1

0

(
dλ+

∂µ

∂t

)
dt = d

(∫ 1

0

λdt

)
+ µ|t=1 − µ|t=0 = dIω + i∗0µ− i∗1µ.

In the second equality, Exercise 15.34 and classical Fundamental Theorem of Cal-
culus are used.
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Exercise 15.45. For a loop γ : S1 → R2 and a point ~a = (a, b) not on the loop, define the
winding number of γ with respect to ~a

∫
γ

−(y − b)dx+ (x− a)dy

(x− a)2 + (y − b)2
.

Prove the following properties of winding numbers.

1. If γ1 and γ2 are two homotopic loops in R2 − ~a, then the two winding numbers are
the same.

2. If ~a is moved to another point ~b without crossing γ, then the winding number is not
changed.

3. If ~a is outside γ, in the sense that ~a can be moved as far as we like without crossing
γ, then the wiring number is 0.

What happens to the winding number when ~a crosses γ?

Exercise 15.46. Suppose N is an oriented k-dimensional manifold without boundary. Sup-
pose and H : [0, 1]×N →M is a homotopy between F0, F1 : N →M . Prove that for any

closed ω ∈ ΩkM , w have

∫
N

F ∗1 ω =

∫
N

F ∗0 ω.

Poincaré Lemma

With the help of Lemma 15.5.3, we are ready to extend Theorem 15.5.1 to k-forms.
A manifold is contractible if there is a homotopy H : [0, 1] ×M → M , such

that H1 = id and H0 maps M to a single point. In other words, the identity map
is homotopic to the constant map.

Theorem 15.5.4 (Poincaré Lemma). A differential form on a contractible manifold
is exact if and only if it is closed.

Proof. We only need to show that dω = 0 implies ω = dϕ for another differential
form ϕ. Using Lemma 15.5.3 and the homotopy, we get

ω = H∗1ω −H∗0ω = i∗1H
∗ω − i∗0H∗ω = IH∗dω + dIH∗ω = dIH∗ω.

This shows that ω = dϕ for ϕ = IH∗ω.

Since a manifold is locally a Euclidean space, which is contractible (see Exam-
ple 15.5.3), the theorem says that closedness and exactness are locally equivalent.

Example 15.5.3. The homotopy H(t, ~x) = t~x : Rn → Rn shows that the Euclidean space
is contractible. The i-th coordinate of the homotopy is hi(t, ~x) = txi. Therefore H∗dxi =
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dhi = xidt+ tdxi, and

H∗(gdxi1 ∧ · · · ∧ dxik ) = g(H(t, ~x))dhi1 ∧ · · · ∧ dhik
= g(t~x)(xi1dt+ tdxi1) ∧ · · · ∧ (xikdt+ tdxik )

= dt ∧

(
tk−1g(t~x)

k∑
p=1

(−1)p−1xipdxi1 ∧ · · · ∧ d̂xip ∧ · · · ∧ dxik

)
+ tkg(t~x)dxi1 ∧ · · · ∧ dxik ,

IH∗(gdxi1 ∧ · · · ∧ dxik ) =

(∫ 1

0

tk−1g(t~x)dt

) k∑
p=1

(−1)p−1xipdxi1 ∧ · · · ∧ d̂xip ∧ · · · ∧ dxik .

The exterior derivative of a general k-form ω =
∑
ai1...ikdxi1 ∧ · · · ∧ dxik is given

by (15.2.3). The form is closed if and only if

k∑
p=0

(−1)p
∂ai0···̂ip···ik

∂xip
= 0 for any 1 ≤ i0 < · · · < ik ≤ n.

The proof of the Poincaré Lemma says that, if the condition is satisfied, then ω = dϕ for

ϕ = IH∗ω =
∑

i1<···<ik

(∫ 1

0

tk−1ai1...ik (t~x)dt

) k∑
p=1

(−1)p−1xipdxi1 ∧ · · · ∧ d̂xip ∧ · · · ∧ dxik .

For the special case k = 1, a 1-form ω =
∑n
i=1 aidxi is closed if and only if

∂ai
∂xj

=

∂aj
∂xi

. When the condition is satisfied, the potential for ω is

ϕ =

n∑
i=1

(∫ 1

0

t1−1ai(t~x)dt

)
xi =

∫ 1

0

n∑
i=1

ai(t~x)xidt.

This is the integral of ω along the straight line from the origin ~0 to ~x, and recovers the
classical discussion.

Example 15.5.4. We claim that Rn − ~0 is not contractible. The idea is to consider the
(n− 1)-form

ω =
1

‖~x‖n2

n∑
i=1

(−1)i−1xidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn,

which gives the the higher dimensional version of the winding number (see Exercise 15.45).
We have

dω =

[
n∑
i=1

∂

∂xi

(
xi
‖~x‖n2

)]
dx1 ∧ · · · ∧ dxn.

By
∂

∂xi

(
xi
‖~x‖n2

)
=

1

‖~x‖n2
− n

2

xi

(x2
1 + · · ·+ x2

n)
n
2

+1
2xi =

1

‖~x‖n2
− n x2

i

‖~x‖n+2
2

,

we get dω = 0.
If Rn −~0 is contractible, then by the Poincaré Lemma, we have ω = dϕ and∫

Sn−1

ω =

∫
Sn−1

dϕ =

∫
∂Sn−1

ϕ =

∫
∅
ϕ = 0.
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On the other hand, on the unit sphere, we have

ω|Sn−1 =

n∑
i=1

(−1)i−1xidx1 ∧ · · · ∧ d̂xi ∧ · · · ∧ dxn.

by Example 15.4.2, this is the natural volume form of the sphere, so that its integral cannot
be 0. The contradiction shows that Rn −~0 is not contractible.

Exercise 15.47. Is the potential of a closed k-form unique? What is the difference between
two potentials on a contractible manifold?

Exercise 15.48. For a 2-form on Rn, find the condition for it to be closed, and then find
the formula for the potential of the closed 2-form.

Exercise 15.49. Any n-form on Rn is closed. What is its potential?

Exercise 15.50. A subset U ⊂ Rn is star-shaped if there is ~x0 ∈ U , such that for any ~x ∈ U ,
the straight line segment connecting ~x0 to ~x lies in U . For example, balls and cubes are
star shaped. Find the formula for a potential of a closed form on a star shaped open subset
of Rn.

15.6 deRham Cohomology

15.7 Singular Homology

15.8 Poincaré Dudality
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